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CAHTR FDTD

i i _ This research project aims to_realize high performance numerical services
investigated in the past based on new mathematical principles in the emerging computing system where

tens of thousands to hundreds of millions of processing cores are installed. Giving two important
themes, “Mixed-granularity numerical kernel® and ~Asynchronous numerical algorithm,” we conducted;
i) the research on the theory of asynchronous numerical algorithms. Also avoidance of communication
and synchronization at a practical level, then CAHTR and a new method for the FDTD scheme were
proposed. Furthermore, we have practiced; ii) promoting research on core numerical infrastructure
technologies such as automatic tuning for scalable, lightweight code generation at super-many-core,
and promoting innovative research leading to the next generation numerical calculation software.
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