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Road accident prevention is one of the most important issues in Japan. We
have tried to contribute to solve the issue by proposing the driving support system that can warn
hazardous situations specific to the driver. Namely, the same situation can act differently when
personality of the drivers, or a mental condition of the driver is different. Thus, we have tried to

build the following three components: (1) Prediction methods to identify common accident factors by
analyzing statistical data on traffic accidents provided by the local police (2) Detection methods

of medical/mental information of a driver, such as precursor of heart attack, and detecting
stresses, and (3) Driver-specific risk prediction methods. Each of these components has implemented

with several methods from different points of view. Each method was tested separately, and the
results show possibilities of the each component.
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Electrocardiogram, ECG .

Shannon entropy, Fuzzy entropy, Tsallis entropy, Approximate
entropy, Permutation entropy, Modified Multi Scale entropy, Wavelet entropy, Sample
entropy, Renyi entropy, Signal Energy, Fractal Dimension, Kolmogorov Sinai entropy
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