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In this project, we aim at studying social context summarization. We study
the effect of user comments to summarization system and how we can summary comments using the
content of the document. (1) We consider the problem of extractive summarization using social
context. (2) The problem of sentence compression and abstractive text summarization are studied. The

social context summarization is formulated as selecting importance information on the graph.
We created the data for our research on social context summarization. The experimental results of
the proposed system showed that social context information is useful for text summarization.
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Leaving comments on web documents (or
other web objects) have become an
important feature for many web sites,
especially the social websites (Yahoo!
News, CNNnews, Japan today allows users
to comment on its news articles). In
addition, with the growing of social
media (Facebook, Twitter), many web
documents allow social wusers give
comments. Those social media comments
contributed by readers provide valuable
information to better understand the
documents. It also brings more useful
topics for other readers and social users
when reading the news, especially about
the political opinions, new products,
and discussion about laws as well as
policy of governments. Thus,
understanding both the comments and the
content of the documents would be very
useful for readers.
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In this research, we aim at studying on the

problems of text summarization in the

social context and the problems of social

comments summarization. In this research,

we would like to provide a better form of

“social context documents
summarization” by  considering  the
following  problems. (1)  Extractive

summarization under the social context.
(2) Sentence compression. (3) Abstractive

text summarization.
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(1) Extractive summarization using user
feedback

In this research, we have proposed a

novel framework for utilizing comments

in social context summarization. (la) We

proposed a Dual Wing Entailment Graph

utilizing the uses of textual entailment
recognition techniques on the graph
building from news and comments [11].
(1b) In addition, we extend the framework
by designing a semantic similarity
ranking method for news and comments
summarization [3][6]. (lc) We also
propose an Integer Linear Programming
method which utilizing the constraints
formulating from social context
information. This model is applied
sentence extraction [1]
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Summarization by Ranking

The proposed summarization model [12]

(2) Sentence Compression

We work on sentence compression using deep
learning which combined model of enhanced
Bidirectional Long Short-Term Memory
(Bi-LSTM) and well-known classifiers such
as CRF and SVM for compressing sentence
The proposed model can be flexibly use with
external sources as features. We
conducted some experimental results on the
benchmark dataset for various languages
[C9].

(3) Abstractive text summarization

We have also implemented an abstraction
text summarization method using phrase
selection and merging with integer
linear programing techniques (ILP). A
deep learning model is also exploring for
abstract summarization.

(4) Other works

We also develop a feature selection
method and a feature-weighting tool for
SVM-RBF kernel using the GA algorithm.
This machine-learning tool can be used
for learning for text summarization. We

published this work in [6]. We also



reported a deep learning model for
classifying user comments in Youtube[5]
and the method for word to vector

representation with concepts[c4].

4. WITERR
(1) Extractive summarization
(1a) Our system obtained the

state—of-the—art result on the benchmark
data. This work is published on the main

forum of Information Retrieval (ECIR 2016)

entitles 7 “SoRTESum: A Social Context
Framework for Single-Document
summarization” . Its extension  1is

published in the journal [12]

(1b) We successfully showed that the
support of social context (user—generated
content such as comments or tweets and
third-party sources can be helpful for
extracting high—quality summarizes. The
models perform on the three data sets
showed promising results in terms of
ROUGUE-scores. The results showed that our
model can improve ROUGE-score compared to
the state of the art models on social
context summarization. On the other hand,

we perform an unsupervised method using

matrix co—factorization approach for
social context summarization[C7]. The
model captures the mutual information

between sentences and comments by assuming
they share hidden topics which achieves
promising performance. We also create the
data set for news and comment summarization,
and the data set is available for research
aims.

@ Sentence compression

Our models are trained and evaluated on

public English and Vietnamese data sets

showing their state of the art performance.

In addition to the model, we proposed a deep
learning model for working on with tree
structured and graph structure. The models
can work effectively when dealing with the
problem of source code analyzing. The

models can be applied for the problem of

natural language processing including
social context summarization.
3) Abstractive text summarization

We got a promising result when dealing
with the problem of many repetitive
outputs are generated. The result of this
work is published in the master thesis of
one student wunder our supervision.
Beside that we achieve promising results
for natural language generation which
can be used for text
summarization[C2] [C3]. The information
about our project is updated in the
website
https://nguyenlab. github. io/kaken/
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