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A method for building baremetal cloud with dynamic reconfigucation funtion of
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This research aimed to realize a technology that build and construct a
bare-metal cloud environment in an on-demand manner based on users® request. Specifically, it
receives a resource request from users and then attach such devices as accelerators to compute
nodes. As the result of this reserach, we have succeeded to design and implement the bare-metal
cloud building technology that can accommodate a variety of users®™ computing needs. It attaches GPU
resources to compute nodes dynamically in response to user computing needs. Also, the technology is

extended to integrate cloud resources.
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