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For neural networks Iearnin?, we have established SSF (singularity stairs
following) principle, which enables us to find excellent solutions by utilizing singular regions. By
applying SSF principle, we developed three very powerful learning methods: SSF1.4 for real-valued
multilayer perceptron (MLP), RBF-SSF-pH for real-valued RBF network, and C-SSF1.3 for complex-valued

MLP. In our experiments these methods showed quite excellent performances. Moreover, they were
successfully employed for singular model selection using WAIC and WBIC, and for prediction of
deterministic chaos behavior. Finally, we have also investigated and implemented mixture of
non-linear regressions to find underlying functions for heterogeneous data.
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