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Apprenticeship learning for heterogeneous robots
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What this project pursued is to develop algorithms that transfer reward
function between heterogeneous agents. Relevant inverse reinforcement learning techniques were also
studied. Representative contributions of this project are as follows: 1) Inverse reinforcement
algorithm assuming that an expert and agent follows non-identical Markov decision processes, or
incompatible features. To represent demonstrations of expert observed in distinct feature space, a
conditional density estimation technique is leveraged, and it is shown that approximation of
demonstrations in agent feature can be represented in closed-form with a specific model. 2)
Non-linear score-based inverse reinforcement learning, which enables us to use arbitrary
%rajegtories, i.e. trajectories sampled from pre-learned policy of an agent, to estimate reward

unction.
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A batch of episodes

w | Forsach ﬁ( -
batch

For each

wE T—oxvh | AR
DM-IRL
N\
| RZa7HVEES | [ Ra7HLEGE
THR/—F L
4 'm | BElsHdRRaTHE | YTV
4
5 6
reward reward
-50.0
-0.36 -0.090
—037 —0.095
-0.38 )
35 -0.100
o
-0.39 = 00
3 -0.105
-0.40 3
-0.110
-0.41
—0.42 -0.115
50.0
-50.0 0.0 50.0 -50.0 0.0 50.0
6dot O[rad/s] 6dot O[rad/s]
6

Update T .
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