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cerebrovascular disease: supervised learning of susceptibility weighted image
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We aimed to classify dysfunction of cerebral metabolism in cerebrovascular
disease by supervised learning of susceptibility weighted-image acquired from magnetic resonance
imaging (MR1). Convolutional neural network (CNN) succeeded to classify the dysfunction for
validation data by 97.0% accuracy. However, very low accuracy (61.7%) was observed in test data,
which was used in training. These results suggest that the learning of CNN with small data size
resulted in overfitting to the training data. Further study with much large data size is required.
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Classifiers  Accuracy Sensitivity  Specificity
SV Meexture 0.713 0.296 0.936
(0.016) (0.036) (0.006)
CNN 0.970 0.946 0.983
(0.006) (0.011) (0.012)
CapsNet 0.787 0.630 0.885
(0.019) (0.025) (0.017)
SVMcnn 0.970 0.947 0.982
(0.004) (0.022) (0.008)
SVM 0.296
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CNN SVM CNN
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[-2SD, +2SD]
Class 1 Class 2
rCBF 0.94 0.76
[0.77 — 1.10] [0.58 — 0.94]
OEF 44.7 50.3
[34.4 — 55.0] [36.9 — 63.6]
MTT 5.90 8.85
[3.45 - 8.35] [6.18 — 12.53]
CVR 24.2 13.7
[-2.4 —50.8] [-2.9 — 30.2]
CBF OEF MTT CVR
4)
SWI OEF SVM
validation data CNN OEF

(). : :

8

training

0.617,

CNN, CapsNet



).

@).

(4).
(5).

CapsNet
PyTorch

@)
)

29 , 2017
, “Convolutional neural network
”, 7 , 2017

, , , , , “Capsule network
7, 37
(JAMIT 2018), 2018
, , , , “150 PET
58 , 2018
, “Convolutional neural network
’ 7 8 , 2018

(GitHub): https://github.com/spikefairway/CapsNet-
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