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In this study, we focused on three subjects with respect to communication
assistive technologies for persons with articulation disorders. (1) For automatic speech
recognition, we proposed an end-to-end system using multiple speech databases. (2) For speech
synthesis, we proposed a hybrid approach, using two models of a physically unimpaired person and a
person with an articulation disorder to generate an intelligible voice while preserving the
speaker’ s individuality. (3) For multi-modal speech recognition, we proposed unsupervised domain
adaptation to lip reading.
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