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Constant-Time Algorithms for Continuous Objects

Yoshida, Yuichi
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Constant-time algorithms are algorithms for solving a decision problem or
optimization problem in constant time, independent of the input size, in an approximate manner.
Although constant-time algorithms have been studied for many discrete objects, such as graphs and
strings, research on constant-time algorithms for continuous objects, such as real functions,
matrices and tensors over real numbers, and probability distributions in Euclidean space, has been
limited. In this research project, | tackled these continuous objects and succeeded In constructing
constant-time algorithms for quadratic function minimization, determining whether a real function is

a linear function or a polynomial of low degree, Tucker decomposition of tensors, Gaussian process
regression, and probability density estimation of nondifferentiable probability distributions.
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