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i _ We have various information criteria for statistical model selection in the
social and natural sciences. One of the well-known information criteria is the Akaike information

criterion (AIC). The research area of information criteria is one of those to which Japanese
researchers have much contributed. Using the mathematical properties based on asymptotic theory,
which holds when the sample size becomes large, the asymptotic properties of information criteria
including the AIC were derived. By these properties, the information criteria can be improved.
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