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In this work, we investigated various approaches for learning on
structure-activity relationship from heterogenous chemical compound databases. The first outcome is
establishing a methodology for efficiently searching graphs contained in a query graph from a
database consisting of a huge amount of graphs. Our approach is based on the prefix tree of graph
codes that represent the graphs in the database. By using the prefix tree as an index, we
simultaneously compute the subgraph isomorphism problem (which is known to be NP-complete) between
the query graph and multiple graphs in the database. The second outcome is reducing the over
smoothing phenomenon in Graph Convolution Networks in the deep learning research domain. In our
approach, we combined Graph Convolution networks with the dense connection, and increased a certain
percentage of prediction accuracies for various benchmark datasets compared with some conventional
methods.
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