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In this research, a quasi-linear support vector machine (SVM) is constructed
by using deep neural networks, in which a deep quasi-linear kernel is composed by using deep
learning. By using the deep quasi-linear SWM, it is possible to realize a deep learning in the cases
where there is rather few data. First, pretrain a deep neural network via transfer learning for
cogpo?ingda deep quasi-linear kernel; Then an SVM with the quasi-linear kernel can be obtained using
the few data.
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