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The development of algorithms of solving large-scale convex optimization
problems is an important topic which has many applications in machine learning and data mining and
so on. This research focused an effective candidate, the first-order methods, for this problem and
we established first-order methods which provide efficient performance even if the parameters on the

problem structure is unknown in advance. In particular, in the case when the objective function
satisfies an error bound condition, we established adaptive first-order methods which ensures
nearly-optimal complexity to obtain an approximate solution.
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