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This study attempted to develop methods exploiting auxiliary variables in
order to improve modeling accuracy of the primary variables. A selection method of useful auxiliary
variables was developed in incomplete data analysis, where latent variables are included. The
goodness of a model constructed by auxiliary variables is measured by an information criterion. A
relationship between the proposed criterion and previous criteria was shown. This study also
proposed a screening method used when the number of auxiliary variables are large, and derived an
information criterion to select useful auxiliary variables under covariate shift.
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