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As the first main result, we derived theoretical bounds for transferring
parametric models across domains. Notably, this can involve employing complex parametric models as
feature extractors, enabling the theoretical treatment of deep neural networks and sparse coding. As

the second main result, we demonstrated the universality of meta-learners when considering an
algebraic property called equivariance. Equivariance naturally emerges in data processing and
natural processes, and it offers the advantage of enhancing learning efficiency through processing
with covariant neural architectures. As the third main result, we derived a decomposition theorem
for the difference in expected risks with respect to joint distributions.
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