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Construction of concept model based on segmenting multimodal time-series
information
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The purpose of this study is to develop a method to learn concepts usin
multimodal information that can be acquired by a robot. We developed a concept acquisition mode
using time-series multimodal information, and a method for learning concepts and word meanings
interactively using joint attention. This allows unsupervised segmentation and classification of
time-series information from the robot"s sensors. Furthermore, by using joint attention, robots can
learn the concepts in a cluttered environment where it is difficult for robots to learn by

conventional methods.
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