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Encoder-Decoder

The dependency on supervised learning using paired data is a major
bottle-neck of current speech recognition systems. The goal of this research is to improve the
flexibility of the system learning by using unpaired data. We have proposed a method to
automatically extend the pronunciation dictionary from unmatched phoneme data and text data by
applying the nonparametric Bayes method and weighted finite transducer. We have also worked on
reinforcement learning of speech recognition systems by formulating the whole encoder-decoder based
system as a policy function. We have shown that our proposed reinforcement learning methods
significantly improve learning efficiency.
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