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i ) In order to efficiently convey massinformation via voice media, it is
important to incorporate conversational elements into the information transmission and to guarantee

the rhythm of the interaction. ) i i i
Here, we have modeled the constraints on the temporal structure of conversational interaction

that form the basis for realizing rhythmic conversation and incorporated the model into our
information delivery system. The system has the ability to monitor the user®s response at any time
while delivering a summarized document, and to restore and present information that was reduced
during summarization in response to the user"s response. These features achieved efficient document
transmission through spoken conversation.
In addition, as important elemental technologies of the system, low-latency speech recognition

technology, expressive speech synthesis technology, and paralinguistic understanding technology were

developed to enhance the performance of the system.
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