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Varying 3D displays of voltage, current, inductance and power promoted inter and intra-cognitive

communication of 3D data. It was determined that learners progress through five modes as they gain
experience: receptive, analytic, productive, development, and psychosocial.

A VR solar power plant was designed using Unity, informed by the expertise
of a solar power company. Data from a real-world solar plant was then captured and viewed in
real-time as a 3D visualization within SolarVR. The Oculus Rift HMD was used for viewing the
developed virtual solar plant. A local solar panel was physically set up to capture data of
temperature (C), humidity (%), power (W), voltage (V), and current (A), recorded from the MPPT
Controller to a web-based Dashboard programmed using NODE-Red. The data was sent to an Azure server
database and then streamed direct to the SolarVR Unity Project to be viewed in a custom-designed 3D
Visualization. Learners progress through five modes as they gain experience: receptive, analytic,
productive, development, and psychosocial.
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1.

In 2014 Joichi Ito, then Director of the MIT Media Lab, suggested that the silo-effect of traditional
disciplines need to be discouraged [1]. His solution was a re-focus upon an education where
collaboration and processes are valued above independent exam scores and end products. He
termed it antidisciplinary. In 2017 Vallance [2] applied Ito’s antidisciplinary approach, bringing
together students and educators of multiple disciplines to exploit their skills, but also valuing the
heuristic knowledge acquired during the collaborative and cooperative development of an
immersive learning experience. The research project was initially an environment to learn basic
nuclear power plant concepts, contextualized by the Fukushima nuclear power accident of March
2011. As the project matured, the student developers honed specific disciplinary skills such as C#
programming and 3D modelling and design. However, it also became very apparent that the
students appeared to span disciplines as each began to share designs, models, and programming.
They considered user assessment and usage criteria, acquired new knowledge of the Fukushima
nuclear accident and the related theory of nuclear power and radiation exposure, subsequently
developing a more critical analysis of mainstream media and expert reports. With the Oculus Rift
HMD, they tested each iteration with passers-by in the lab and always received exhilarating
responses; a sense of fascination of a challenging but quite depressing context. Within the project
the students learned, they taught, they played with ideas, they exhibited passion, and they shared
new knowledge with their peers and the researcher. The result was a novel virtual environment
called Fukushima_RMI2 [3]. The project became an exemplar of working in an antidisciplinary
space.

The aim of our research over the past 10 years has been in line with the desires of practitioners
in which, like the Fukushima project exemplified above, students are empowered in the
development of their immersive learning experiences, and collaborating with researchers,
practitioners and advisors. For instance, Information Systems students, Computer Science
students and Design students have cooperated and collaborated. Computing, Engineering,
Humanities, and Psychology academics, along with external content advisors and professional
programmers, have also contributed to the research. In effect, they have all been engaged within
and beyond their respective disciplines; an example of an antidisciplinary way of working. This
Virtual Reality research had an external advisor for solar power expertise, and the development
was fully undertaken by undergraduate Systems Information and Design students. The Principal
Investigator has a Doctorate in Education and over 20 years of experience. Occasionally, academics
from disciplines as diverse as Engineering to Linguistics, and Computer Science to Art were
invited to advise and collaborate with the students.

2.

The original hypothesis informed the research: Learning in a virtual world is significantly increased
when virtual activities are synchronized with real-world outcomes. To design rich learning and
training scenarios in VR, it is not only necessary to focus on different interactivities but also to
design experiences with diverse characteristics and problems. A virtual solar power site named
SolarVR was developed in Unity, and linked to remotely located real-world sensors. Varying 3D
displays of voltage, current, inductance and power were trialed to develop a narrative template for
effectively communicating 3D data. Educational activities were designed to determine the efficacy
of real-to-virtual VR for learning. A virtual robot and drone which could be maneuvered remotely
in the SolarVR Unity project — viewable using the Oculus Rift HMD — were used to seek out
maintenance issues and provide opportunities to develop learning experiences.

3.

The research hypothesis was answered from two perspectives, resulting in qualitative and
quantitative data sets from which to draw conclusions. Firstly, an analysis of the experience of the
student developers was undertaken using Gibbons and Hopkins’ Scale of Experientiality [4] (see
Fig. 1). It is considered that learners progress through five modes as they gain experience:
receptive, analytic, productive, development, and psychosocial. Each of these modes are
represented by the descriptors as learners climb the experientiality scale. To obtain data of the
progressive experiences of the student developers of SolarVR, observations were undertaken
periodically. The collection of this qualitative data is a technique which utilizes observation of



participants’ actions and reactions to environmental stimuli. It is acknowledged that such
observations and subsequent interpretations may not capture the participants’ emotional state
such as anxiety or stress (this is solved below). These results were considered as qualitative data.
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Fig. 1. Scale of Experientiality Fig. 2. Physiological data.

As mentioned, SolarVR was designed for technicians to access data remotely, and then interpret
and act upon that data as necessary. The second challenge was to determine the effectiveness of
the VR solution given that the technicians will already be familiar with the data being displayed;
e.g., current, voltage, irradiation, humidity, power. Based upon the outcomes of another research
project by the PI’s graduate student, it was decided to measure the participants’ physiological data
using the Empatica wearable device. The data was recorded using a customized iOS application
called Cybatica (developed by the PI's graduate student Takurou Magaki), in which heart rate,
skin conductance, temperature and movement can be accurately measured in pre-set time epochs
[5] (see Fig. 2). Capturing such biodata can determine the anxiety that the participant may be
experiencing while engaged in a particular task. Control and Experiment groups were to be set up
where participants needed to solve a solar panel problem scenario provided by our external advisor.
The participants wear the Empatica for the duration and physiological data recorded. The Control
group use the traditional web-browser interface of acquired data while the Experiment group
utilize the immersive SolarVR space and three-dimensional representations of the live data. Of
course, time for task completion and its level of achievement was also to be recorded. It was
anticipated that by comparing the data of the participants, we would be able to determine the
efficacy of VR as a viable solution for educational implementation. These results were considered
as quantitative data.

In summary, to determine the efficacy of VR as a viable solution for educational
implementation, first the data of the student developers’ scale of experientiality is analyzed. It is
anticipated that the developers will grow in experience as their engagement in activities progress
from a receptive mode to analytic mode, productive mode, development mode and onto to
psychosocial mode. However, at present, we cannot predict with any certainty this may be the case.
Second, data of task completion and time of completion by Control and Experiment group
participants is compared, alongside physiological data which, we anticipate, indicate levels of
anxiety at certain time epochs during the task process. Although task success may be considered a
metric of learning, the Empatica’s biodata may indicate a physiological toll which, in turn, presents
a limitation of the efficacy of VR.

To conclude, initially we were going to collect qualitative data of learners using pre and
post-task surveys; using Bloom’s Taxonomy. We recognized that such self-reporting, although
commonplace, can be unreliable. In 2018 we discovered a more effective and, we posit, informative
guantitative data acquisition using a physiological device named Empatica, and data recorded
using a customized iOS application called Cybatica.

4,

A VR solar power plant was designed using Unity, informed by the expertise of a solar power
company. Data from a real-world solar plant was then captured and viewed in real-time as a 3D
visualization within SolarVR. The Oculus Rift HMD was used for viewing the developed virtual
solar plant. A local solar panel was physically set up to capture data of temperature (C), humidity
(%), power (W), voltage (V), and current (A), uploaded to a dedicated Microsoft Azure database.
Data was collected by Arduino sensors connected to a Raspberry Pi which acted as the combiner
box. In addition, solar power, voltage and current, along with load power and current were
recorded from the MPPT Controller to a web-based Dashboard programmed using NODE-Red,



a browser-based flow editor built on Node.js. The data from the Raspberry Pi and the PC
Dashboard were sent to the Azure server database and then streamed direct to the SolarVR Unity
Project to be viewed in a custom-designed 3D Visualization.

The communication scenario in the VR project is as follows [6] (see Fig 3):

Inter-cognitive communication:

* A user maneuvers a drone over the solar panels with the help of the Oculus Touch controller. A
problem solar panel will display emanating particles. The drone is then flown into the particles
which, in turn, teleports the user to the data Scene.

* An interactive graph in the new Scene illustrates live data. The user can ‘touch’ options for
selecting different metrics, and maneuvers herself around the graph using the Oculus Touch
controller, view the data, and select current, voltage, power, humidity, and temperature data
metrics;

* The user identifies a problem given the visualized data and determine a possible solution.
Intra-cognitive communication:

* A virtual user at Location A communicates to another virtual user at Location B (see Fig. 3);

* An attempt is made identify and repair the problem remotely (e.g., sensor malfunction);

* If unsuccessful, the dispatch of a local technician to conduct physical repairs is authorized.
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Fig. 5. Node-RED Fig. 6. Solar panel data dashboard

The operational scenario in the VR project is as follows [7,8] (see Figs. 4-6):

* Grasping a controller, the user maneuvers a drone over the solar panels.

* One panel row will display particles emanating above it thereby indicating a problem.

* The drone is flown into the particles which, in turn, will teleport the user to a data scene.

* The user then manipulates the Oculus Hand Controller to maneuver herself in a virtual lab,
seeking out the real or simulated data.

* A 3D visualization graph of different data metrics (current, voltage, power, humidity,
temperature) are shown; either simulated data or, if selected, live data.

* The user attempts to identify a problem given the visualized data and determine a possible
solution to a pre-defined problem.

* The user will be able to attempt to repair the identified problem remotely (e.g., sensor
malfunction). If unsuccessful, however, the user can then authorize the dispatch of a local



technician to conduct physical repairs.

It is acknowledged that current non-VR solutions offer a comprehensive analysis of solar
plant data. A regular PC with a monitor initially appears to currently have advantages over 3D VR;
e.g., sensors can be monitored using dedicated software or via a web service. However, researching
the efficacy of VR enables educators and even investors to seriously consider immersive learning
as a viable alternative.

In summary, the restrictions due to the COVID-19 pandemic curtailed participation data in
2020.without access to participants in 2020. Due to the coronavirus and prohibitions of face-to-
face and regular interactions with students, learning data through tasks of increasing complexity
could not be acquired. Therefore, further theorization of learning and educational development in
VR was undertaken. This included utilizing the Scale of Experientiality and physiological metrics.
It is reasoned that future quantitative biometric data of the research participants and insights from
the experiential qualitative data from the student developers can be used to determine the efficacy
of VR for education.
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