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We consider a classifier ensemble problem with sparsity and diversity
learning and show that the problem can be formulated as a stochastic optimization problem with fixed
point constraint. For such a problem, we propose an algorithm referred to as the stochastic fixed
point optimization algorithm and perform a convergence analysis for three types of learning rate:
constant learning rate, decreasing learning rate, and a learning rate computed by line searches. In
the case of a constant learning rate, the results indicate that a sufficiently small constant

learning rate allows a solution to the problem to be approximated. In the case of a decreasing
learning rate, conditions are shown under which the algorithm converges to a solution. For the third

case, a variation of the proposed algorithm also achieves convergence to a solution. The high_
classification accuracies of the proposed algorithms are demonstrated through numerical comparisons

with the conventional algorithm.
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