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This research introduced self-explanation in example-based machine
translation (EBMT) by analogy. It is thus positioned in explainable artificial intelligence (XAl).
Self-explanation was implemented by tracing the analogies verified or solved during translation. The

direct and indirect approaches to EBMT by analogy were merged in system that uses an original
neural network. It was studied how to retrieve sentences that cover a given sentence semantically
and formally was built. It was studied how dense corpora are relative to analogies. Datasets of
analogies between sentences were released.
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