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We have finished applying the proposed generative sequence dissimilarity for

clustering of handwritten mathematical answers. The method outperforms other global feature based
clustering methods such as Deep Embedded Clustering and Siamese Networks. The method also superior
to the hierarchical feature representations by Convolutional Neural Networks with Weakly Supervised
learning. We have applied the method for clustering online handwritten mathematical expressions and
show that the proposed metric is better than edit distance metric. We continue to apply the method
for a large-scale database of offline handwritten mathematical answers collected from the
preliminary examination.
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Clustering structural data is important for engineering, business and economics, financial technology,
biology especially DNA sequence analyses and so on. A structural sample can be represented as a sequence.
A tree-structured sample can be represented by a sequence through tree traversal [J. Morris, Information
Processing Letters, 9(5), 197-200, 1979]. In a word sequence of text, the structure is implicitly represented
and it could be identified as a syntax tree by grammatical tagging [E. Charniak, Al Magazine, 18(4), 33-44,
1997]. For a mathematical expression, whose structure is specified by 2-dimensional layout, is represented
as an expression tree, which can be serialized into a sequence.

Conventional clustering algorithms face the difficulty of dealing with structural data due to the high
complexity of samples and difficulty of defining the distance between samples.

Taking the complexity first, structural data are likely to be composed of many sub-structures and the
relations of these sub-structures. For example, an image contains many objects as its sub-structures, a
mathematical expression contains many expressions as sub-structures and relations among them.
Successful approaches for dealing with structural data in classification apply the hierarchical analysis from
low-level features of sub-structures to the high-level features of combining those sub-structures.
Convolutional Neural Networks (CNN) have been state-of-the-art in Image Classification [A. Krizhevsky
et al., NIPS, 1097-1105, 2012], Object Detection [S. Ren et al., NIPS, 91-99, 2015]. Unsupervised learning
learns the features to represent samples in a lower dimensionality without requiring labeled data [G. Hinton
et al., Science, 313(5786), 504-507, 2006]. On the other hand, supervised learning learns the sub-structures
inside the samples using the labels associated to the sub-structures in samples, thus reduces the complexity
of the structural samples. Semi-supervised learning [D. Kingma et al., NIPS, 3581-3589, 2014] performs
learning using both the labeled data and unlabeled data without the large cost for labeling all the samples.
Then, the second major problem is defining the distance. Since the number of sub-structures of each
structural sample is different, it is necessary to transform structural samples to feature sequences and
measure the distance between two sequences. A structural sample is transformed to a feature sequence by
sequentially extracting the features of sub-structures. For clustering sequences, the distance calculated by
matching sequences may not employ the structural information of the sequences. Model-based approaches
use a parametric model such as a Hidden Markov Model (HMM) [P. Smyth, NIPS, 648-654, 1997] [M.
Bicego, MLDM, 86-95, 2003] or a Poisson model [D. Witten et al., Annals of Applied Statistics, 5(4), 2493-
2518,2011] to model each pattern then use the model to measure dissimilarity between each pair of patterns.
These approaches are costly since they need to use an individual model to model each sequence. For
sequential data, Recurrent Neural Networks and Long-short Term Memory (LSTM), which are widely
applied in sequence recognition including handwriting recognition [A. Graves et al., NIPS, 577-584, 20071,
speech recognition [A. Graves et al., ICASSP, 6645-6649, 2013], show their advantages in processing these
data.

Although many attempts have been made to tackle with the high complexity of samples and the difficulty

of defining the distance between samples, there remains the problem of combining the solution of these two
problems to deal with clustering structural data.
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In this approach, we apply an end-to-end semi-supervised learning model to transcribe a structural sample
into a label sequence. The model firstly transforms the structural sample into a feature sequence. For images,
we apply a CNN to extract image features, then scan through the columns of image features to get the
feature sequence. For sequential samples, we apply a LSTM through an input sequence to get the feature
sequence. The feature sequence is put through a Seq2Seq learning model to learn how to transcribe a feature
sequence into a label sequence. The model is learned by the semi-supervised learning method from a large
scale of samples with limited labeled samples. This reduces the cost for labeling the whole training samples.
For this approach, we could deal with the structural data which are either sequential or non-sequential.
Therefore, the method is appropriate for both online (collections of pen coordination) and offline (images)
handwriting samples. We also apply the attention mechanism which supplies the structural information by
focusing on the sub-structures of the data.

3. WrRDTIE

To measure the structural dissimilarity between two inputs, we derive the probability of generating an input
sequence from another input sequence by the learned Seq2Seq model. The overview of the method is
illustrated in Fig. 1. Firstly, the two input samples S1 and S2 are transformed into feature sequences by a
CNN if they are images or by a LSTM if they are sequences. The sequence encoder encodes these feature
sequences into fixed-size feature vectors and the decoder decodes them into two label sequences L1 and
L2. We feed L1 to the sequence decoder of S2 to obtain the probability P(L1|S2) to generate L1 from S2
and vice versa to obtain the probability P(L2|S1). To get the distance d(S1, S2), we average these two
conditional probabilities to make it symmetric.
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Figure 1. Distance of two input sequences

We illustrate the method to calculate the probability to generate a label sequence from an input sequence in
Fig. 2. The feature sequence of the first input S1 is fed to the sequence encoder. The predicted probability
to generate the output label sequence of the second input S2 from S1 is obtained by feeding L2 = XYZ as
the input label sequence for the decoder. Here, X, Y, Z, are the labels of the label sequence L2. The
probability outputs which are associated to L2 are P(X), P(Y), P(Z) and P(<eos>), which are P(X|S1),
P(Y|X,S1), P(ZIXY,S1), P(<eos>|XYZ,S1), respectively. We obtain the conditional probability by the
following formulae:

P(L,|S;) = P(XYZ < eos > |S;)

= P(X|S))P(Y|X,S;)P(Z|XY,S)P(< eos > |XYZ,S;) 1)
4. WRIERR
We focus on the problem of clustering handwritten — P(X) P(Y) P(Z) Plceos>)
answers, for both online handwriting data (pen- ~ /* +—+—1- Decoder

traces) and offline handwriting data (image of
handwriting). First, we proposed a CNN-based
method to learn both localization and classification
representations of mathematical symbols in

handwritten formula images. Symbols in various LA
scales are located and classified by multi-level T 1 1 T T 1
features of multi-scaled CNN. We train the CNN FoOR R R, ws X Y 2z

networks by weakly supervised training and fine-
tune them by symbols attention to enhance
classification and location prediction. Multi-level
spatial representations are extracted from the CNN  Figure 2. Probability to generate label sequence
for calculating the distance. Experiments on our
collected datasets and the CROHME dataset show
promising results. We also prepared a method for clustering online handwritten mathematical expressions
using BLSTM-CTC for recognizing label sequence and pyramid histogram of characters for sequence
embedding. Secondly, we have finished applying the proposed generative sequence dissimilarity for the
clustering of handwritten mathematical answers. The method outperforms other clustering methods which
do not focus on local features such as Deep Embedded Clustering and Siamese Networks. The method is
also superior to the hierarchical feature representations by Convolutional Neural Networks with Weakly
Supervised learning. We have applied the method for clustering online handwritten mathematical
expressions and show that the proposed metric is better than the edit distance metric. We continue to apply
the method for a large-scale database of offline handwritten mathematical answers collected from the
preliminary examination. This dataset is challenging since the answers contain both handwritten text and
handwritten mathematical expressions.

We have also improved the recognition performance of handwritten mathematical expressions. We have
developed online and offline handwritten mathematical expression recognition using seq2seq with an
attention mechanism and weakly supervised learning. Our recognition system is ranked 3rd in an official
offline handwritten mathematical competition organized by the International Conference on Frontiers of
Handwriting Recognition.

We will extend our research to other metric learning methods and unsupervised learning to improve the
robustness of the clustering method. We also consider generalizing the proposed methods for other datasets
rather than handwriting.
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