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Throughout the research period, 1 achieved the following technical

accomplishments:

(1) Analyzed the instability of the existing method, Adversarial Feature Learning, and proposed a
solution (accepted in 1JCAI12020 and other conferences). (2) Proposed a new criterion for invariance,
called Sufficient Invariance, which maximizes invariance with respect to a factor of interest in an

informationally novel range, and suggested methods to achieve Sufficient Invariance (accepted in
ECML2019 and other conferences). (3) Proposed a framework based on graphical models to remove
information from data without providing detailed information about the specific aspects the user
wants to eliminate, and presented the corresponding methodology (accepted in ECML2021 and other
conferences).
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