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Joint research with Dr. lIsao Ishikawa (Ehime Univ.) and Dr. Masahiro lkeda

(RIKEN) has led to dramatic progress in integral representation theory. In particular, we have found
a general method for deriving ridgelet transforms for various hidden layers, such as
fully-connected layers on manifolds and group convolution layers on signal spaces, which has
dramatically improved the applicability of integral representation theory. Moreover, the integral
representation theory and transport theory have triggered many collaborative researches with
researchers in related fields such as quantum machine learning, neuroscience, harmonic analysis,
probabilistic numerical analysis, control theory, and differential equation theory. On the other
hand, research on transport theory is still at the case-by-case stage, and | believe that a more
fundamental theory needs to be developed in future.
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