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The purpose of this project is to analyze the effects of heuristic
techniques for deep learning from the theoretical viewpoint since the theoretical results give
insight to design a better/more efficient neural network/learning algorithm. Our analysis on a
ResNet shows that shortcuts in a ResNet decrease an upper bound of the generalization cap and that a

ResNet with two-layer skips has a lower upper-bound than one with one-layer skips. Some other
heuristics are analyzed and they are also useful for the design of deep learning.
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