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We developed new lattice codes and evaluated their suitability for wireless
communication networks. We designed practical new lattice codes based on LDPC codes with (1) high
coding gain (2) highest known shaping gain of 1.25 dB (3) efficient shaping algorithm. We designed
polar code lattices which have error rates close to best-known BCH lattice codes, but with much
lower decoding complexity, in dimension 128. The concept of retry decoding for lattices was
introduced, and showed a possible error-rate improvement of 0.5 dB by developing a mathematical
bound. The error rates and efficiency of complex LDLC lattices were improved using Eisenstein
integers. For integer-forcing MIMO, we showed that orthogonal precoding gives lower error rates than

_conventional unitary precoding. Sparse regression codes with irregular clipping achieves a 2.2 dB
improvement over regular clipping.
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1. WFEBm LSO 5

There is an always-increasing demand for increased spectral efficiency and massive connectivity which
cannot be satisfied by 5G mobile broadband. "Wireless networks beyond 5G" means devices and relays
in complex networks must cooperate to fully exploit spectrum potential. Beyond 5G includes the Internet
of Things (IoT), particularly the new category of reliable low-latency communications needed for
automated vehicles, industrial automation and unmanned aerial vehicles. Most devices are battery-
powered and must transmit and receive efficiently.

Recently, information theory has provided remarkable new insights into the theoretical limits of
cooperative communications. Lattice codes were shown to achieve the point-to-point Gaussian channel
capacity, and lattices can achieve the capacity of certain Gaussian networks, or nearly so. Lattices codes
are essential for compute-forward schemes, which provide high throughput on multiuser wireless
communications.

2. HEOHM

The research goal is the development of practical lattices for reliable communication, and their
application to wireless networks of networked wireless devices. Lattices are codes defined on the real
numbers, which differs from error-correcting codes based on finite fields. This work concentrates on the
design of finite-length lattices, which differs from recent work on asymptotically long lattices. This work
aims to support practical approaches to compute-and-forward, a recent theoretical technique to improve
spectrum efficiency in Gaussian wireless networks.

3. WHED T

The research method consists of the design of lattices and lattice codes, mathematical statements and their
proofs, development of decoding algorithms and their software implementation. By separating into the
these parts, we can deal with the problems systematically.

4, WHEHC

The research results are separated into four work packages WP1-WP4 and results are described for each
one.

(1) WP1 Lattice Codes for IoT

Real-time control applications require low-latency codes and IoT applications require high bandwidth
efficiency. We designed a new lattice code with short block length and high coding rate which achieves
this goal, called polar code lattices. We overcame the challenge of selecting the component code rates first
by using extensive numerical simulations, and then by optimizing the design semi-analytically use the
density evolution method.

The new dimension n = 128 polar code lattice has decoding complexity significantly lower than the
best-known competing BCH code lattice. At same time, the new lattice code has error-rate
performance within 0.2 dB of the BCH code lattice code, as shown in Fig. 1. As a result, the new
lattice is a promising candidate for IoT applications [C8].

To minimize latency in real-time control systems, one strategy is to re-attempt decoding rather than
requesting retransmission. To achieve this goal, we developed the concept of a self-checking lattice
code. We developed a bound on the performance gain by assuming the existence of a genie-aided
receiver which can determine if re-attempt decoding is needed. For the point-to-point channel, an
analytic expression predicts that approximately 0.5 dB gain is possible; to construct this bound, the
Voronoi region was approximated as a sphere, see Fig. 2. A practical code based on the ES8 lattice
achieved 0.1 dB gain [C1][C2].

(2) WP2: Network Lattice Codes
A. High Shaping Gain Lattice Code

We discovered and solved an important lattice coding problem. To be used in a practical wireless
network, lattice codes must satisfy several requirements which enforce additional theoretical restrictions
on the construction. Amongst these is finding a lattice code with (1) high coding gain (2) high shaping
gain (3) efficient shaping algorithm.

We designed a new lattice code achieving these goals. (1) To achieve high coding gain, we used quasi-
cyclic low-density parity-check codes. Because the coding lattice must satisfy a number of design
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Figure 2: The covering sphere is used to approximate
the Voronoi region of a lattice. An upper bound on the
probability of decoding error is formed by integrating
over the Gaussian noise in the cone formed by this
sphere.
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Figure 1: Proposed polar lattice code has performance
very close to the existing BCH code; “list” decoding is
used. Also shown is the same code with “successive
cancellation” decoding, which has significantly lower
complexity, but worse error rate [C8].

requirements, we used an innovative binary integer programming approach to design the parity-check
matrix. In addition, quasi-cyclic LDPC codes are widely used in practice, making lattices appealing for
practical implementation. [C9]

(2) For shaping to reduce transmit power, lattices based on convolutional codes have good shaping gain
for modest complexity. However, there has been limited investigation of the best convolutional codes for
shaping. We performed extensive investigation, and provided the first study of rate 1/3 convolutional
codes which give the best-known shaping gain. In addition, we found various rate 1/2 convolutional
codes as well. These are shown in Table 1.

(3) We showed that rate 1/3 convolutional codes have a better complexity/performance tradeoff than rate
1/2 convolutional codes. This was surprising because rate 1/2 convolution codes are more widely used,
but can be explained because rate 1/3 codes have lower complexity per trellis section.

In summary, our construction has the highest-known shaping gain of 1.25 dB of any practical
construction. We produced a new lattice code construction, using LDPC codes for coding gain,
convolutional codes for shaping gain, and reduced complexity using rate 1/3 convolutional codes. The
proposed lattices achieve all three goals (1), (2) and (3) to operate at lower SNR than existing modulation
methods; they are also highly practical, making them a promising candidate for future wireless
communication systems [J3].

B. Lattices for Complex-Valued Channels

We proposed new complex-valued low-density lattice code (LDLC) and a corresponding decoding
algorithm. Coded modulation used in wireless communications systems is naturally complex, and thus
complex-valued LDLCs are highly appropriate.

We proposed an innovative new LDLC lattice based on Eisenstein integers rather than the conventional
Gaussian integers. The key insight is that the tighter packing of the Eisenstein integers lowers complexity
of decoding by reducing the number of Gaussian messages needed for low error rates. Complex low
density lattice codes (LDLC) have lower error rates than real-valued LDLCs, when the dimension n <
500, as shown in Fig. 3. The second novelty is an algorithm that adaptively selects the number of
Gaussians based on a reliability metric. This reliability-based algorithm lowers complexity by using the
smallest number of Gaussians needed for low error rates [C5].

(3) WP3: Simple Networks

Compute-and-forward techniques significantly improve spectrum utilization in Gaussian networks by
allowing sources to transmit simultaneously. Lattices are required in order to form linear combinations of
messages, as well as providing reliability.

Compute-forward using multiple antennas at both the transmitter and receiving is called integer-forcing
multiple-input multiple-output (IF-MIMO). IF-MIMO aims to replace high complexity MIMO detection
with lower complexity lattice decoding, but faces the challenge of precoder design.

To overcome this challenge, we developed an efficient algorithm based on steepest gradient that exploits
the geometrical properties of orthogonal matrices as a Lie group. Using this algorithm, we showed that
orthogonal precoding outperforms unitary precoding in terms of achievable rate, outage probability, and



Table 1: Convolutional codes which give the best-

Symbol Error Rate

10° g-((};auss_ians LDLC (Real) known shaping gain for various memory orders m.
14 G?_"éigECC*MR CLDLC (Octal number convention: D3 + D + 1 is represented by
e~ ~-2 GI-CLDLC 13)
102 7~ GI Reliabilty-based CLDLC
2 1/2 [7,5] 0.9734 dB
104 3 1/2 17, 13] 1.0622 dB
4 1/2 [31,23] 1.1233 dB
5 1/2 [75,57] 1.1814 dB
\p =500 6 1/2[165,127]  1.2251dB
1060 4 7 1/2 [357,251] 1.2574 dB
n = 5000 2 1/3 [7,6,5] 0.9055 dB
S L — 3 1/3 [17,15,13] 1.0673 dB
05 1 15 2 25 3 35 4 45 5 4 1/3 [37,33,25] 1.1321 dB
VNR(dB) 5 1/3[73,57,31] 1.1808 dB

Figure 3: Complex low density lattice codes (LDLC)
have lower error rates than real-valued LDLCs, when
the dimension »n < 500.

error rate. Fig. 4 shows the proposed orthogonal precoding operates at 2-3 dB lower SNR than unitary
precoded integer forcing (UPIF), at an error rate of 10-5. This is surprising because orthogonal precoding
uses real values, whereas the physical channel as well as unitary precoding uses complex values. In
addition, the proposed scheme has lower complexity. Orthogonal precoding outperforms UPIF type II in
some scenarios and the X-precoder in high-order QAM schemes, e.g., 64- and 256-QAM [J4][C11].

(4) WP4: Multi-terminal Gaussian Networks

A new and promising technique for coded modulation in multi-terminal Gaussian networks and beyond is
sparse regression codes, decoded using orthogonal approximate message passing (OAMP). OAMP is a
low-cost iterative parameter-estimation technique that converges for a broad class of matrices,
particularly right-unitarily-invariant matrices. We solved the problem of high complexity MMSE
estimation used by OAMP by developing memory AMP (MAMP), which uses local memory instead of
MMSE estimation [J2][C3]. Such systems naturally induce L-banded matrices, and interesting algebraic
properties of such matrices were shown [J1].

For application to wireless communications, we showed that sparse regression codes using irregular
clipping outperforms codes using regular clipping. Numerical results demonstrate that irregularly clipped
SR codes achieve 2.2 dB gain in signal-to-noise-ratio (SNR) over regularly clipped SR codes, as shown
in Fig. 5 [C6].
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significant increase in complexity. Rate R = 1 code.
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