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研究成果の概要（和文）：新しい格子符号を開発し、無線通信ネットワークへの適合性を評価した。(1)高い符
号化利得(2)既知の中で最高の1.25dBのシェーピング利得(3)効率的なシェーピングアルゴリズムを持つLDPC符号
に基づく実用的な新しい格子符号を設計した。我々は、最もよく知られたBCH格子符号に近い誤り率を持ちなが
ら、より低い復号複雑度を持つ極符号格子を128次元で設計した。 格子に対するretry復号の概念を導入し、境
界を開発することにより、0.5dBの誤り率改善の可能性を示した。整数強制MIMOにおいて、直交プリコーディン
グが従来のユニタリープリコーディングよりも低い誤り率を与えることを示した。

研究成果の概要（英文）：We developed new lattice codes and evaluated their suitability for wireless 
communication networks. We designed practical new lattice codes based on LDPC codes with (1) high 
coding gain (2) highest known shaping gain of 1.25 dB (3) efficient shaping algorithm. We designed 
polar code lattices which have error rates close to best-known BCH lattice codes, but with much 
lower decoding complexity, in dimension 128.  The concept of retry decoding for lattices was 
introduced, and showed a possible error-rate improvement of 0.5 dB by developing a mathematical 
bound. The error rates and efficiency of complex LDLC lattices were improved using Eisenstein 
integers. For integer-forcing MIMO, we showed that orthogonal precoding gives lower error rates than
 conventional unitary precoding. Sparse regression codes with irregular clipping achieves a 2.2 dB 
improvement over regular clipping.

研究分野： Information theory

キーワード： 情報理論　符号理論　格子　無線通信

  ３版

令和

研究成果の学術的意義や社会的意義
現在、社会は広く無線通信に依存している。ワイヤレス・ネットワークのさらなる改善を達成するために、情報
理論に基づく格子ベースの結果は非常に有望であるが、無限次元格子を前提としていた。本研究は、有限長の格
子符号を開発することにより、「理論」を「実践」に移す重要なステップである。本研究で開発した格子は、研
究者や産業界が実用的なシステムを設計するために利用することができる。

※科研費による研究は、研究者の自覚と責任において実施するものです。そのため、研究の実施や研究成果の公表等に
ついては、国の要請等に基づくものではなく、その研究成果に関する見解や責任は、研究者個人に帰属します。



様　式　Ｃ－１９、Ｆ－１９－１、Ｚ－１９（共通）

１．研究開始当初の背景
There is an always-increasing demand for increased spectral efficiency and massive connectivity which 
cannot be satisfied by 5G mobile broadband.   "Wireless networks beyond 5G" means devices and relays 
in complex networks must cooperate to fully exploit spectrum potential. Beyond 5G includes the Internet 
of Things (IoT), particularly the new category of reliable low-latency communications needed for 
automated vehicles, industrial automation and unmanned aerial vehicles.  Most devices are battery-
powered and must transmit and receive efficiently.

Recently, information theory has provided remarkable new insights into the theoretical limits of 
cooperative communications. Lattice codes were shown to achieve the point-to-point Gaussian channel 
capacity, and lattices can achieve the capacity of certain Gaussian networks, or nearly so. Lattices codes 
are essential for compute-forward schemes, which provide high throughput on multiuser wireless 
communications.

２．研究の目的
The research goal is the development of practical lattices for reliable communication, and their 
application to wireless networks of networked wireless devices. Lattices are codes defined on the real 
numbers, which differs from error-correcting codes based on finite fields. This work concentrates on the 
design of finite-length lattices, which differs from recent work on asymptotically long lattices. This work 
aims to support practical approaches to compute-and-forward, a recent theoretical technique to improve 
spectrum efficiency in Gaussian wireless networks.

３．研究の方法
The research method consists of the design of lattices and lattice codes, mathematical statements and their 
proofs, development of decoding algorithms and their software implementation. By separating into the 
these parts, we can deal with the problems systematically.

４．研究成果
The research results are separated into four work packages WP1–WP4 and results are described for each 
one. 

(1) WP1 Lattice Codes for IoT

Real-time control applications require low-latency codes and IoT applications require high bandwidth 
efficiency. We designed a new lattice code with short block length and high coding rate which achieves 
this goal, called polar code lattices. We overcame the challenge of selecting the component code rates first 
by using extensive numerical simulations, and then by optimizing the design semi-analytically use the 
density evolution method. 

The new dimension n = 128 polar code lattice has decoding complexity significantly lower than the 
best-known competing BCH code lattice.  At same time, the new lattice code has error-rate 
performance within 0.2 dB of the BCH code lattice code, as shown in Fig. 1. As a result, the new 
lattice is a promising candidate for IoT applications [C8]. 

To minimize latency in real-time control systems, one strategy is to re-attempt decoding rather than 
requesting retransmission. To achieve this goal, we developed the concept of a self-checking lattice 
code.  We developed a bound on the performance gain by assuming the existence of a genie-aided 
receiver which can determine if re-attempt decoding is needed. For the point-to-point channel, an 
analytic expression predicts that approximately 0.5 dB gain is possible; to construct this bound, the 
Voronoi region was approximated as a sphere, see Fig. 2.  A practical code based on the E8 lattice 
achieved 0.1 dB gain [C1][C2].

(2) WP2: Network Lattice Codes

A. High Shaping Gain Lattice Code

We discovered and solved an important lattice coding problem. To be used in a practical wireless 
network, lattice codes must satisfy several requirements which enforce additional theoretical restrictions 
on the construction.  Amongst these is finding a lattice code with (1) high coding gain (2) high shaping 
gain (3) efficient shaping algorithm. 

We designed a new lattice code achieving these goals. (1) To achieve high coding gain, we used quasi-
cyclic low-density parity-check codes.  Because the coding lattice must satisfy a number of design 



requirements, we used an innovative binary integer programming approach to design the parity-check 
matrix. In addition, quasi-cyclic LDPC codes are widely used in practice, making lattices appealing for 
practical implementation. [C9]

(2) For shaping to reduce transmit power, lattices based on convolutional codes have good shaping gain 
for modest complexity. However, there has been limited investigation of the best convolutional codes for 
shaping. We performed extensive investigation, and provided the first study of rate 1/3 convolutional 
codes which give the best-known shaping gain. In addition, we found various rate 1/2 convolutional 
codes as well. These are shown in Table 1.

(3) We showed that rate 1/3 convolutional codes have a better complexity/performance tradeoff than rate 
1/2 convolutional codes. This was surprising because rate 1/2 convolution codes are more widely used, 
but can be explained because rate 1/3 codes have lower complexity per trellis section.

In summary, our construction has the highest-known shaping gain of 1.25 dB of any practical 
construction. We produced a new lattice code construction, using LDPC codes for coding gain, 
convolutional codes for shaping gain, and reduced complexity using rate 1/3 convolutional codes. The 
proposed lattices achieve all three goals (1), (2) and (3) to operate at lower SNR than existing modulation 
methods; they are also highly practical, making them a promising candidate for future wireless 
communication systems [J3].

B. Lattices for Complex-Valued Channels

We proposed new complex-valued low-density lattice code (LDLC) and a corresponding decoding 
algorithm. Coded modulation used in wireless communications systems is naturally complex, and thus 
complex-valued LDLCs are highly appropriate. 

We proposed an innovative new LDLC lattice based on Eisenstein integers rather than the conventional 
Gaussian integers. The key insight is that the tighter packing of the Eisenstein integers lowers complexity 
of decoding by reducing the number of Gaussian messages needed for low error rates. Complex low 
density lattice codes (LDLC) have lower error rates than real-valued LDLCs, when the dimension n ≤ 
500, as shown in Fig. 3. The second novelty is an algorithm that adaptively selects the number of 
Gaussians based on a reliability metric. This reliability-based algorithm lowers complexity by using the 
smallest number of Gaussians needed for low error rates [C5].

(3) WP3: Simple Networks

Compute-and-forward techniques significantly improve spectrum utilization in Gaussian networks by 
allowing sources to transmit simultaneously. Lattices are required in order to form linear combinations of 
messages, as well as providing reliability. 

Compute-forward using multiple antennas at both the transmitter and receiving is called integer-forcing 
multiple-input multiple-output (IF-MIMO). IF-MIMO aims to replace high complexity MIMO detection 
with lower complexity lattice decoding, but faces the challenge of precoder design. 

To overcome this challenge, we developed an efficient algorithm based on steepest gradient that exploits 
the geometrical properties of orthogonal matrices as a Lie group. Using this algorithm, we showed that 
orthogonal precoding outperforms unitary precoding in terms of achievable rate, outage probability, and 

Figure 1: Proposed polar lattice code has performance 
very close to the existing BCH code; “list” decoding is 
used. Also shown is the same code with “successive 
cancellation” decoding, which has significantly lower 
complexity, but worse error rate [C8].
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Figure 2: The covering sphere is used to approximate 
the Voronoi region of a lattice.  An upper bound on the 
probability of decoding error is formed by integrating 
over the Gaussian noise in the cone formed by this 
sphere. 



error rate. Fig. 4 shows the proposed orthogonal precoding operates at 2-3 dB lower SNR than unitary 
precoded integer forcing (UPIF), at an error rate of 10–5. This is surprising because orthogonal precoding 
uses real values, whereas the physical channel as well as unitary precoding uses complex values. In 
addition, the proposed scheme has lower complexity. Orthogonal precoding outperforms UPIF type II in 
some scenarios and the X-precoder in high-order QAM schemes, e.g., 64- and 256-QAM [J4][C11].

(4) WP4: Multi-terminal Gaussian Networks

A new and promising technique for coded modulation in multi-terminal Gaussian networks and beyond is 
sparse regression codes, decoded using orthogonal approximate message passing (OAMP).  OAMP is a 
low-cost iterative parameter-estimation technique that converges for a broad class of matrices, 
particularly right-unitarily-invariant matrices. We solved the problem of high complexity MMSE 
estimation used by OAMP by developing memory AMP (MAMP), which uses  local memory instead of 
MMSE estimation [J2][C3]. Such systems naturally induce L-banded matrices, and interesting algebraic 
properties of such matrices were shown [J1].

For application to wireless communications, we showed that sparse regression codes using irregular 
clipping outperforms codes using regular clipping. Numerical results demonstrate that irregularly clipped 
SR codes achieve 2.2 dB gain in signal-to-noise-ratio (SNR) over regularly clipped SR codes, as shown 
in Fig. 5 [C6].
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Fig. 2. (a) The performance comparison in terms of VNR vs symbol error
rate, (b) Average number of iterations required for decoder convergence in
terms of VNR, for CLDLC demension n = 500 and degree d = 5.
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• Variable-to-check message: The message Rk(z) coming
from the check nodes are expanded to a periodic function
eRk(z) following their reliability as described in Section
IV and IV-B. The periodic Gaussian is:

eRk(z) =
X

b2B
N (z;mk(b),Vk). (30)

The message fd(z) sent back to the check node is a single
Gaussian approximated by:

fd(z) = yi(z)
d�1Y

k=1

eRk(z), qd(z) = MM(fd(z)), (31)

The variable node computes the product of mixtures of
Gaussians from (8)–(9), and the MM approximation is
found using (10).

• Final decision: At the last iteration the product without
omitting any message is performed:

qfinali (z) = yi(z)
dY

k=1

eRk(z). (32)

The lattice point estimate x̂ and the integer estimate b̂

are:

x̂i = argmax
z

qfinali (z), and b̂ = bHx̂e. (33)

VI. NUMERICAL RESULTS

The reliability-based parametric CLDLC decoding was eval-
uated numerically on the unconstrained input power CAWGN
channel. We compared five algorithms: 1) 3-Gaussians LDLC
(real-valued case) [9], 2) 9 Gaussians with Gaussian mixture

Fig. 3. (a) Average number of Gaussians E{|B|} of the reliability-based
parametric decoder in the periodic expansion step vs VNR for each lattice
dimension. (b) Time comparison between 9 Gaussians GMR, 4 GI-CLDLC,
2 GI-CLDLC, GI reliability-based CLDLC, for CLDLC dimension n = 500
and degree d = 5.

reduction (GMR) algorithm based on CLDLC [2], 3) 4-
Gaussian CLDLC (4 GI-CLDLC), 4) 2-Gaussian CLDLC (2
GI-CLDLC), and 5) reliability-based CLDLC decoder (GI
Reliability-based CLDLC). Here, complex-valued lattices with
dimension n = 8, 49, 500 and 5000 were used, and the matrix
H had row and column weights d of 3, 3, 5 and 7, respectively.
The elements of the GI vector b in (1) are randomly chosen
from the set of integers Z = {�10,�9, . . . , 9, 10}. For the
real-valued LDLC lattices, the dimension n = 16, 100, 1000
and 10,000, and row and column weights are same as CLDLC.
The elements of integer vector b are randomly chosen from Z.
The inverse generator matrix was created with the generator
sequence h = {1, |

1
p
d
|, ..., |

1
p
d
|}. For 9 Gaussians with the

GMR algorithm, the GMR algorithm parameters follow [2].
Fig. 2-(a), (b) show that the reliability-based decoding

gives best performance and requires the smallest number of
iteration for convergence, when n 6 500. In addition, CLDLC
outperforms the real-valued LDLC when n 6 500.

The computational complexity of the proposed reliability-
based decoding algorithm is O(n · t · E{|B|}

d�1), where
E{|B|} is the average number of Gaussians in the periodic
expansion step, n is the lattice dimension, d is the degree of
the inverse generator matrix, t is the number of iterations.
This complexity analysis assumes that |B| is independent for
each edge. While these are not strictly independent, the sparse
graph is locally tree-like, making this a good approximation.

Inside variable node, the temporary storage needed before
the moment matching (MM) algorithm is E{|B|}

d�1. After
MM algorithm, the storage requirement needed is 8 · n · d. In
Fig. 3 (a), the mean of E{|B|} ranges from 3.75 (at VNR =
0.5 dB) to 1.35 (at VNR = 6 dB) Gaussians on average for GI
reliability-based. Fig. 3 (b) shown the computation time of one
iteration. The result shows that the reliability-based decoding
requires the lowest computation time and also can maintain
good performance when n � 49.

In conclusion, the approximation based on reliability of each
message can reduce the complexity to O(n·t·1.35d�1) at high
volume-to-noise ratio (VNR), and has higher performance and
lower complexity compared to previously-proposed approxi-
mation algorithms.

2021 IEEE Information Theory Workshop (ITW)
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Figure 3: Complex low density lattice codes (LDLC) 
have lower error rates than real-valued LDLCs, when 
the dimension n ≤ 500.

Table 1: Convolutional codes which give the best-
known shaping gain for various memory orders m. 
(Octal number convention: D3 + D + 1 is represented by 
13)

Memory m Rate [Code] Shaping gain 
2 1/2 [7,5] 0.9734 dB
3 1/2 [17, 13] 1.0622 dB
4 1/2 [31,23] 1.1233 dB
5 1/2 [75,57] 1.1814 dB
6 1/2 [165,127] 1.2251 dB
7 1/2 [357,251] 1.2574 dB
2 1/3 [7,6,5] 0.9055 dB
3 1/3 [17,15,13] 1.0673 dB
4 1/3 [37,33,25] 1.1321 dB
5 1/3 [73, 57, 31] 1.1808 dB
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Fig. 5. Performance of orthogonal precoders using Algorithm 3 and parameterization [11] in 2 × 2 MIMO: (a) average achievable rate (b) word-error-rate
with 4/16/64-QAM.

Fig. 6. WER of the proposed precoder and UPIF II in: (a) 4 × 4 MIMO, (b) 8 × 8 MIMO.

Next, we compare the performance of the proposed orthog-
onal precoder with UPIF II. We employ Algorithm 3 for the
proposed precoder. According to [11], the optimal precoder
matrix for UPIF II should be chosen from unitary groups
such that it has the largest minimum product distance [12].
However, finding the minimum product distance of a lattice
is a hard problem, especially for unitary matrices. To the best
of our knowledge, currently there is no optimal unitary matrix
with respect to minimum product distance known. However,
there are some available orthogonal matrices having good
minimum product distance properties listed in [41]. We used
these matrices for the UPIF II simulations. Fig. 6 shows the
results of WER for 4 × 4 and 8 × 8 MIMO configurations
each with 4/16/64/256-QAM. One can see that the proposed
precoder and UPIF II yield nearly the same performance in the
8×8 MIMO case. While in the 4×4 MIMO case, the proposed
precoder outperforms UPIF II for all 4/16/64/256-QAM.
Even though we cannot confirm that the proposed precoder

is better than UPIF II for all MIMO configurations, we can
say that the proposed precoder can perform better in some
scenarios. Moreover, the proposed precoder can be employed
for any MIMO dimension, while for dimension beyond 30, it is
hard to realize UPIF II because no “good” orthogonal matrix
for UPIF II with dimension beyond 30 is currently available
in literature.

Lastly, we compare the proposed precoder to the
X-precoder [10], an ML- and QAM-based precoding scheme.
In Fig. 7, we present WER performance for 4 × 4 and
8×8 MIMO configurations with various QAM constellations.
In both MIMO configurations, the behavior of WER curves
is similar. One can see that the X-precoder is better than
the proposed precoder for 4-QAM case, while for 16-QAM,
both schemes achieve almost the same performance in high
SNR regime. However, for 64- and 256-QAM, we can clearly
see the significant advantage of the proposed precoder over
the X-precoder in terms of WER. This advantage comes
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Figure 4: Orthogonal precoding operates at 2-3 dB 
lower SNR than unitary precoded integer forcing 
(UPIF), at an error rate of 10–5, for 4x4 MIMO system.

Figure 5: Our proposed irregular clipped SR codes 
perform 2.2 dB better than regular clipped, with no 
significant increase in complexity. Rate R = 1 code.

Fig. 3. SER comparison between the non-clipped SR codes, optimized
regularly clipped SR codes and optimized irregularly clipped SR codes.
B = 64, L = 2048, R = 1 (code rate), M = 12, 288 (code length)
and SNR = ��2

n . The CRs and its distribution � are given in Table I. The
maximum number of iterations is 120. The optimal CR of regular clipping
for regularly clipped SR codes is �3 dB.

irregularly clipped SR code when the parameters are set as
B = 64, L = 2048, R = 1 (code rate), M = 12, 288 (code
length) and SNR = ��2

n . The optimal CR of the regularly
clipped SR code is �3 dB. The irregularly clipped SR code
involve 19 candidate CRs of irregular clipping. For the irreg-
ularly clipped SR code in Fig. 3, the CRs and corresponding
distribution vector � are optimized at the SNR 6.4 (see the
concave optimization in Section III-C). The maximum number
of iterations is 120. As we can see in Fig. 3, the regularly
clipped SR code performs better than the non-clipped SR code
when SNR is larger than 8.5 dB but worse when less. At the
same time, the proposed irregularly clipped SR code achieves
much better SER performance than the regularly clipped SR
code, and the non-clipped SR code most time. Comparing with
regularly clipped SR codes [6], irregularly clipped SR codes
achieve about 2.2 dB gain in SNR at SER=10�5.

Fig. 4 gives the SERs of optimized irregularly clipped
SR codes with code rates R = {0.2, 0.4, 0.6, 0.8, 1}.
The parameters are set as B = 64, L = 2048, and
M = {61440, 30720, 20480, 15360, 12288} (code lengths).
The maximum number of iterations is 100. As can be seen, the
optimized irregularly clipped SR codes exhibit characteristic
waterfall behavior for a range of rate from 0.2 (low rate) to
1 (high rate). Every point in Fig. 4 uses different CRs and �.
Table I shows the � of each code rate for the points whose
SER is close to 10

�5.

V. CONCLUSION

This paper investigated irregular clipping for SR codes with
OAMP decoding. Using SE analysis, we constructed a convex
optimization problem to minimize the SER of irregularly
clipped SR codes by optimizing the distribution of the clipping
thresholds. As a result, the proposed irregularly clipped SR
codes achieve a better SER performance than the existing regu-
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Fig. 4. SERs of the optimized irregularly clipped SR codes with different
code rates. B = 64, L = 2048, R = {0.2, 0.4, 0.6, 0.8, 1} (code rates),
M = {61440, 30720, 20480, 15360, 12288} (code lengths) and SNR =
��2
n . CRs and the distribution are given in Table I. The maximum number

of iterations is 100.

TABLE I
OPTIMIZED COEFFICIENT CRS AND �

R SNR (dB) CR (dB) and �

0.2 -3.6 -300 -12 -10 -8
0.04460 0.27394 0.38313 0.29831

0.4 0.2

-300 -30 -16 -10 -8
0.02590 0.05297 0.00756 0.00145 0.17107

-6 -2 0 4
0.51890 0.13035 0.00790 0.08390

0.6 2.8

-300 -30 -19 -16
0.02048 0.01288 0.13391 0.00462

-12 -4 -2 0
0.00034 0.19962 0.26163 0.36647

0.8 4.8

-300 -30 -22 -16 -14
0.01207 0.02881 0.01619 0.07276 0.04741

-10 0 2 6 8
0.07536 0.06970 0.43372 0.17212 0.07178

1.0 6.4

-300 -30 -22 -20
0.00899 0.03115 0.00010 0.00380

-16 -14 -6 300
0.00037 0.16628 0.00015 0.78912

larly clipped SR codes. When compared with regularly clipped
SR codes, irregularly clipped SR codes achieve about 2.2 dB
gain in SNR at code length ⇡ 2.5 ⇥ 10

4 and SER ⇡ 10
�5.

Furthermore, irregularly clipped SR codes are robust in a wide
range of code rates, e.g., from 0.2 (low rate) to 1 (high rate).
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