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In this study, we conducted research and development of the basic technology
to support investment activities. As the analysis foundation, we developed representation models
and analysis methods that efficiently manage and process time series data. For factors analysis, we
introduced the trend change point of the benchmark price as an interference factor and developed
the factor analysis method based on the dynamic state space model. We also developed a method to

estimate the economic impact of news articles, which are an important source of information for
investment. For investors analysis, we introduced portfolio theory and developed the feature
analysis technology of traders, who are investors in social trading services.

We published four journal articles in English, six reviewed international conference papers, and 11
domestic conference papers.
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