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Autonomous HPC data center using machine learning

Matsuba, Hiroya
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To automate data center operations, we studied methods of acquiring data
from data centers and reproducing them on a virtual space, as well as methods of optimizing
operational policies on that virtual space.

For the former, data acquisition, we succeeded in defining a general data format and storage format
that can collect general-purpose data from many data centers useful for various operations without
depending on differences in data format by device or data usage. For the latter operational
optimization, we succeeded in optimizing job scheduling using reinforcement learning, which
automatically learns control methods, and implemented a scheduling and cooling equipment simulator
as a place for such learning.
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Shinichiro Takizawa, Yusuke Tanimura, Hidemoto Nakada, Ryousei Takano, Hirotaka Ogawa

ABCI 2.0: Advances in Open Al Computing Infrastructure at AIST

IPSJ SIG Technical Reports HPC-180

2021

Ryousei Takano

ABCI 2.0: opportunities and challenges of an open research platform for Al/ML

The 2nd International Workshop on Machine Learning Hardware in conjunction with ISC 2021
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Shohei Minami, Toshio Endo and Akihiro Nomura

Measurement and Modeling of Performance of HPC Applications towards Overcommitting Scheduling Systems

24th Workshop on Job Scheduling Strategies for Parallel Processing

2021
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Shohei Minami, Toshio Endo, Akihiro Nomura

Performance Modeling of HPC Applications on Overcommitted Systems

HPC Asia 2021, poster session
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Akihiro Nomura

Improving User-friendliness of Interactive Use in TSUBAME3 Supercomputer

CREST ( )
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Toshio Endo

Activity Report from Tokyo Tech:Energy Efficiency of TSUBAME3.O

Energy Efficient HPC State of the Practice Kobe Meeting

2019




Shinichiro Takizawa, Ryousei Takano

Effect of an Incentive Implementation for Specifying Accurate Walltime in Job Scheduling

International Conference on High Performance Computing in Asia-Pacific Region
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Akihiro Nomura

Introducing Container Technology to TSUBAME3.0 Supercomputer

ISC High Performance 2019
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Ryousei Takano

Activity Report from AIST ~1st anniversary of ABCI~

Energy Efficient HPC State of the Practice Kobe Meeting

2019

Ryousei Takano

ABCI and the Energy Efficient Datacenter Operation

Energy Efficiency Considerations for HPC Procurements BoF (SC19)
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