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The evolutionary approach to developing artificial intelligence for
understanding human creations
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In this project, we aimed to understand the human creation through
artificial intelligence. Our research target spanned multiple domains such as comic-based studies
(panel recognition, emotion analysis, onomatopoeia comprehension), photo-based research
(quantitative photo evaluation, starry sky image generation, insect image recognition), and research

on optical illusions (Al-based ambiguous figures recognition, ambiguous figures generation based
on image information, and ambiguous figures generation based on linguistic information).

Further, we explored other creative understandings, including calligraphy, fashion, and games, along
with research on AutoML (TDGA AutoAugment (TDGA AA), Pareto TDGA AA, tdgaCNN). These achievements
have been presented and evaluated at academic conferences, includin? AAAL. Additionally, we held
four organized sessions at the Japanese Society for Artificial Intelligence on the future of
creativity by authors and Al, contributing to advancing the field.
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CLIP (Contrastive Language-Image Pre-Training) ViT (Vision
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(3) AutoML

AutoML TDGA AA
AAAI CNN
tdgaChN TDGA AA
Dataset Model Baseline AA PBA Fast AA RA | TDGA AA
CIFAR-10 Wide-ResNet-28-2 949 95.9 - - 95.8 [ 95.92+0.05
Wide-ResNet-28-10 96.1 974 974 97.3 97.3 | 97.25%0.05
SVHN (core) Wide-ResNet-28-10 96.9 98.1 - - 98.3 | 97.95+0.03

Table 2: Test accuracy (%) on CIFAR-10 and SVHN core set. Comparisons across default data augmentation (baseline), Au-
toAugment (AA), Population Based Augmentation (PBA), Fast AutoAugment (Fast AA), RandAugment (RA), and proposed
TDGA AutoAugment (TDGA AA). For accuracy values other than TDGA AutoAugment, the values reported in their respec-
tive papers are used. We used the models: Wide-ResNet-28-2 and Wide-ResNet-28-10 (Zagoruyko and Komodakis 2016). Five
independent run were performed for Wide-ResNet-28-2, and three independent runs for Wide-ResNet-28-10.

Terauchi, Akira, and Naoki Mori. "Evolutionary approach for autoaugment using the
thermodynamical genetic algorithm." Proceedings of the AAAI Conference on Artificial
Intelligence. Vol. 35. No. 11. 2021.
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