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The primary aim of this project is to develop an online resource that could assist Japanese writers
of short research articles in the field of computer science to understand the prototypical generic
features in such articles. This is envisaged to help them climb the cline of competence more
quickly.

We have developed Feature Detection and Feature Visualization tools. The

Feature Visualization tool comprises an annotated dataset of short research articles and a bank of
multimodal materials which are displayed in the user interface of the Feature Visualizer. Here users
can visualize particular rhetorical or language aspects, e.g. modality, tense and cohesion. Users
then have the option to display additional multimodal explanations to understand the specific
rhetorical or language features. In addition, two Feature Detection tools were created that can
process student-submitted work. The first colorizes finite verb phrases according to one of twelve
pedagogic tenses. The main feature detection tool enables users to gain feedback on deep grammatical
features, namely information structure. The end weight, the information focus and information flow
are automatically annotated, helping learners differentiate between unmarked, highly frequent usage
and marked, rare usage.
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Novice writers of scientific texts have access to specialist tools that can assist the drafting and
editing processes, such as the Scientific Writing Assistant (Kinnunen et al., 2012) Academic
Word Suggestion Machine (Mizumoto, 2017) and a corpus-based error detector (Blake, 2018).
However, without sufficient exposure to a genre, it is difficult to write in the style expected by the
community of practice (Lave and Wenger, 1991; Hyland, 2012). Students nowadays invariably
search the Internet for advice. There are a few tools detecting specific language features.
However, their focus is limited and little consideration has been given to their usefulness as
learning tools. There is currently no interactive online tool that aims to help learners understand
generic conventions in scientific writing. This feature visualizer and detector, therefore, will be
the first online tool to enable students to understand generic conventions through discovery
learning. Users expect online learning resources to be interactive, highly visual and multimodal
(Hafner, Chik and Jones, 2015) and so video, audio and images will be harnessed within the
interactive tool.

2. WrEO B

This research aims to discover to what extent can an online tool detect, visualize and enhance
knowledge of generic integrity (Bhatia, 1999) in the scientific writing of computer science
students. To do so it is first necessary to create the online tool.

3. WHEDITE

The research method comprises two main stages: development and evaluation. The bulk of the
research is concerned with the development and improvement of the system. The evaluation
stage within the scope of this project is limited to student survey regarding perceptions in the
change in awareness of generic conventions.

In the first year of the project we annotated a small corpus of short research articles that will
form the dataset of the feature visualizer. We have also created a number of explanatory videos
to be displayed in the online feature detector. We created some low-fidelity and high-fidelity
prototypes in order to select a user-friendly interface with the required functionalities. The base
for the feature visualizer was created using Django and Vue.js and deployed online.

In the second year, we created programs that match pre-annotated segments of texts. These
programs that run on raw text. We improve the feature detector by integrating more
functionalities, such as tense-aspect identification and various types of information structure.
The tense-aspect identification function classifies and labels grammatical tenses using the
twelve commonly-used terms (e.g. past progressive, future perfect, etc.). The tense-aspect
identification function also classifies finite verbs by voice, and so that feature will also be
available for users. The information structure function, which identifies information focus,
information flow and end-weight was deployed.

In the final year, we refined the algorithms used in various functions. We added sophisticated
natural language pipelines to automatically highlight cohesive features and show coherence
using entity detection.

4. WFFERCR

We have developed Feature Detection and Feature Visualization tools as described in the initial
proposal.

Feature visualizer

The Feature Visualization tool comprises an annotated dataset of short research articles and a
bank of multimodal materials which are displayed in the user interface of the Feature Visualizer.
Here users can access research articles categorized by four categories (applied, empirical,
experimental and theoretical), and then within each article, they can visualize particular
rhetorical or language aspects, e.g. modality, voice and tense (See Fig. 1). Users then have the



option to display additional multimodal explanations to understand the specific rhetorical or
language features.

Path-Following Error-Producing
Neural Network for PID Control

In this paper, we present a neural network-based methodology with the
goal of enabling a mobile robot to guide itself along a distinct path. By feeding a stream of
pre-processed path images through a neural network, we can produce an
error for the PID controller to direct a three-wheeled differential-drive robot along a path.
We utilise a MLP network mtrained with our direction-
classification dataset and a classical PID controller. Practical exper‘\ments
confirm the effectiveness of the PID stabilisation.

1. Introduction

Self-driving vehicles (SDVs) are on the way to becoming a common sight in
the future, with Tesla claiming that there _ -wholly autonomous cars
before 2020 (Lambert, 2018). Traffic accidents may be reduced by the
mass adoption of SDVs, as distracted drivers and low-speed manoeuvring errors
cause the majority of run-off-road crashes (McLaughlin et al., 2009). From 2000 to
2016 the number of road traffic deaths |[EEERSIISEE FOSE from 1.15 million to 1.35 million
deaths per year, with many more disabled or injured, and have become the
leading cause of death of persons aged 5-2% years old (World Health Organization, 2018).

Researchers of autonomous lane-following [EEEEgassi=n have come up with a multitude
of technigues. Chen and Birchfield (2009) [§

Pa:

E ised feature points combined with
odometry information to guide a camera-equipped mobile robot through a known trail.
Cherroun et al. (2011) [EEESlslslls Made a fuzzy logic controller and a multi-layer neural
network to perform path-following using odometry. Fazili. Imaan and Rashid (2012)
m PEESENEEE 2 low-resolution CMOS camera-based lane detection technique with a

supplementary collision avoidance with an IR sensor. Abatari and Abdolreza (2013) EES
m Proposed a fuzzy logic-tuned PID controller to have a car-like robot follow a preset
route.

Fig 1. Screenshot of Feature Visualizer with tenses highlighted.

Two particularly challenging features to develop were the automatic cohesion and coherence
features. Cohesion within each paragraph is shown by colorizing the entities that are repeated,
which is achieved by linking anaphoric references to the antecedents. Coherence is shown at
paragraph level by a summary noun phrase, usually a single noun.

Other technical challenges overcome in this project include displaying fully formatted texts in
rich texts. This was particularly onerous as each article was initially sources as a PDF. The
images, tables, equations and text had to be separated. The text had to be annotated to show
the organizational structure, namely sections and rhetorical moves as the current
state-of-the-art natural language processing pipelines were unable to automatically identify
these with the required degree of accuracy for pedagogic materials.

Feature detection tools

In addition to the Feature Visualizer, two Feature Detection tools were created that can process
student-submitted work.

Feature detector 1: Tense identifier

The first tool shown in Fig 2 focuses on tenses. This was separated into a discrete tool, given its
applicability to multiple user groups. The tool colorizes finite verb phrases according to one of
twelve pedagogic tenses (i.e. the commonly taught forms, e.g. present perfect progressive).
Additional information (e.g. voice, verb sense, and dictionary definition) regarding the verb
phrase is available by placing the cursor over the colorized finite verb.

Feature detector 2: Integrated tool (Language Feature Detector)

The integrated feature detection tool enables users to gain feedback on multiple language
features. Commonly used features, such as automatic identification of readability using a range
statistical methods, and text profiling using a variety of vocabulary lists are available.

The text profiling feature colorizes the text by the vocabulary categories within each list. In



addition, the dictionary definitions of computer science related words can be accessed directly
via WordNet. Lesser annotated aspects namely deep grammatical organization principles of
information structure. Information structure principles of end weight, the information focus and
information flow are automatically annotated, helping learners differentiate between unmarked,
highly frequent usage and marked, rare usage. Fig. 3 shows the end weight statistics calculated
for a simple text.

FUture Simplé Past Continuous Past Perfect Continuous
PastipeifectiSimpld MMM Present Continuous

MRERIER .

Two frogs, a father and his son, accidentally - into a bucket of milk.

They - swimming for their lives.

They - for a long time, but there - no hope of their

getting out.

The father soon - up and drowned.

The son - on swimming.

During this time, the milk - - to form a ball of butter.

Using this island of butter as a platform, he - to hop out of the
bucket.

Fig. 2 Screenshot of output from Tense Identifier

™ Language Feature Detector

Tam is a cat. Tom likes to chase a mouse called lerry. One day, lerry stole come cheese from the kitchen, Tom saw Jerry take the
cheese and chased him.

Text Profiling Readability Information Structure
[rsonn

End Weight Statistics of Sentences
Rank Type Count Ratio
End weight (Sentence) 2 0.0 %
Endl weight (Clause) 1 250 %

Sentences
No. Sentence Text Information Structure
1 lom is a cat, New/Civen
2 Tom likes to chase a mouse called Jerry Constent Theme Given/New. End weight (Sentence)
3 One day, Jerry stole some cheese from the kitchen. Ruptured Theme. Given/New, Fronted adverbial (unmarked)
4 Tom saw Jerry take the cheese and chaced him Ruptured Theme Gven/New, End weight (Sentence), End weight (Clause)

Fig. 2 Screenshot of output from Language Feature Detector
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