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In order to consider a model that also takes into account the uncertainty of
human decision making in the market, we considered incorporating the Uncertainty Theory proposed by
B. Liu (Tsinghua University) into the model, and in the empirical analysis, we estimated

approximate MCMC risk values (Value at Risk and Conditional Value at Risk) using various economic
indicators (big data) and compared them with theoretical values. In the empirical analysis, we
estimated approximate values of risk (Value at Risk, Conditional Value at Risk) by MCMC using
various economic indicators (big data) and compared them with theoretical values.

After that, we planned to study parameter estimation by reinforcement learning within the framework
of Bayesian estimation, but due to a long-term hospitalization for health problems, it became
difficult to continue the research, and we were unable to summarize the research results.
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