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Inductive Logic Programming (ILP), which is one of explainable A.l.s.,

generates a hypothesis based on training data consisting of positive examples and negative examples.

In the process generating the hypothesis, ILP search for the most suitable hypothesis while
repeating generating hypothesis candidates and checking whether they deduct the positive examples
and do not deduct the negative examples. In this project, we implement parallel checking of the
examples on RDBMS with GPU execution through converting the checking into SQL operations.
Furthermore, we have enabled the SQL operations to simultaneously check several hypothesis
candidates, so that we have achieved making it six times faster through decreasing the overhead of
RDBMS. Also, we have implemented the method that generates the hypothesis based on PSO that is one
of swarm intelligence algorithms, so that we have achieved twice more speedup.
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