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New solvers and strategies based on mathematical analyses to enhance parallel
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communication avoiding BiCGSTAB
GPBiCG BiCGstab(ell) pipelined s-step

In present petascale hi?hperformance computing hardware, the main bottleneck
of Krylov subspace methods for efficient parallelization is the inner products which require a
global reduction. The parallel variants of BiCGSTAB such as communication avoiding and pipelined
BiCGSTAB reducing the number of global communication phases and hiding the communication latency
have been proposed. However, the numerical stability, specifically, the convergence speed of the
parallel variants is slow, i.e., strongly affected by rounding errors.
Therefore, we have designed parallel variants, which are referred to as pipelined BiCGSTAB, GPBiCG
and BiCGstab(ell), and s-step CG. We have developed a stabilization strategy as well. We have
examined the convergence speed between the standard and the parallel variants, and the effectiveness
of the stabilization strategy by numerical experiments on the problems where the convergence has a
long stagnation phase.
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