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In general, a word has multiple senses (meanings). The all-words WSD is a
task in which each word in an input sentence is assigned a sense in that sentence. Since this task
can be solved by using BERT, the successor model of LSTM, we investigated the use of BERT and showed

how to apply BERT to various tasks, including this task. We showed how to apply BERT to various
tasks, including this task.
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