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An adaptive structural learning method called Adaptive RBM-DBN, which
automatically determines the optimal number of RBM neurons and layers for the training data, has
shown high classification accuracy. However, the accuracy cannot be expected to improve in the case
of ambiguity or inconsistency, such as medical images or emotions. We proposed the Teacher-Student
(T/S) adaptive structural deep learning model as an ensemble learning method using two or more
models. We applied the model to facial emotion data and dementia data, and found that the
classification performance was improved. Furthermore, we proposed a method for real-time discovery
of evacuation routes while avoiding roads damaged by landslides using aerial and satellite images
during the torrential rain disaster in western Japan, and demonstrated the effectiveness of the
proposed method.
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AffectNet [4]
Category | Adaptive DBN | ensemble method
Neutral 87.8 93.2
Happy 924 93.6
Sad 842 91.4
Surprise 85.8 92.4
Fear 90.4 90.8
Disgust 92.4 92.4
Anger 78.4 91.4
Contempt 87.6 91.4

Total 87.4 925
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2 ADNI(MRI) 51
Category Train Test
CN 99.9% | 99.5%
MCI 99.6% | 98.2%
AD 99.7% | 97.3%
Total 99.7% | 98.3%
@ )[6]



Searching time Detection Accuracy
City Model Ave Std. Max Min Ave. Std. Max Min
London Adaptive DBN 8310.10 1193.68 9384 5168 16.7% | 0.0264 18.8% 9.5%
Adaptive DBN + TB 31663.40 107.05 | 31830 | 31530 73.6% | 0.0345 | 77.9% | 65.8%
Adaptive DBN + TB + TS | 37498.30 876.74 | 39514 | 36773 85.3% 0.0242 | 89.8% 82.7%
Louisville Adaptive DBN 21979.30 6413.03 | 31656 | 17680 44.7% | 0.1314 | 64.2% | 35.5%
Adaptive DBN + TB 21663.60 593.93 | 22474 | 20278 61.0% | 0.0231 65.5% | 58.7%
Adaptive DBN + TB + TS | 54742.20 890.94 | 56200 | 53642 92.1% | 0.0435 | 98.8% | 84.1%
New York Adaptive DBN 5808.50 1795.10 6693 907 14.1% | 0.0436 17.4% 2.4%
Adaptive DBN + TB 32067.10 578.05 | 33075 | 31093 83.0% | 0.0212 | 859% | 79.5%
Adaptive DBN + TB + TS | 49845.80 784.74 | 51802 | 49065 90.8% | 0.0559 | 98.6% | 82.9%
Tokyo Adaptive DBN 25103.50 | 15810.10 | 35231 1378 29.3% | 0.1913 | 42.0% 1.1%
Adaptive DBN + TB 53187.50 999.13 | 54545 | 50994 71.0% | 0.0442 | 78.6% | 64.3%
Adaptive DBN + TB + TS | 64100.30 1052.39 | 65182 | 62361 864% | 0.0286 | 91.7% | 82.4%
Amsterdam | Adaptive DBN 28505.10 1249.82 | 30061 26818 49.1% | 0.0280 52.1% 45.2%
Adaptive DBN + TB 38983.00 882.59 | 40238 | 37883 72.8% | 0.0384 | 79.9% | 68.0%
Adaptive DBN + TB + TS | 50739.90 995.05 | 52061 | 48911 88.0% | 0.0228 | 91.5% | 84.5%
Vancouver Adaptive DBN 28346.70 | 10047.51 | 32993 31 61.2% | 02175 | 72.1% 0.1%
Adaptive DBN + TB 36957.00 919.96 | 38577 | 35487 80.5% | 0.0421 87.8% | 76.3%
Adaptive DBN + TB + TS | 47259.80 937.39 | 48350 | 45330 88.9% | 0.0322 | 93.0% | 83.1%
Montreal Adaptive DBN 36081.80 | 16403.24 | 46595 718 64.6% | 02759 | 81.5% 0.6%
Adaptive DBN + TB 46031.30 1250.75 | 48138 | 44007 83.1% | 0.0639 | 929% | 75.3%
Adaptive DBN + TB + TS | 55341.60 600.30 | 56070 | 54063 91.4% | 0.0356 | 95.9% | 86.2%
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