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This research aims to construct a foundation for natural language
processing technology to support comfortable Web usage targeting specific groups such as foreigners
with insufficient language processing abilities, the elderly, and children. The study focuses on
various issues, including Web search assistance through the extraction of search terms from
unstructured documents, support for Japanese learners through the detection of grammatical errors
and the classification and transformation of incorrect and correct sentences, support for
programming learners based on the extraction of key points from programming task statements,
utilizing knowledge communities, and supporting information acquisition from social media networks

SNS).

( In)these studies, approaches based on machine learning and deep learning were adopted, and their
effectiveness was confirmed through validation using large-scale real data, leading to the
successful development of various methods and systems.
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