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We present new distributed algorithms for fundamental problems in the distributed setting. As many
modern real world systems have a distributed aspect to them, our algorithm can be used to improve

their performance of this systems in the future, and provide theoretical understanding in the
present.

i _ The goal of this research is to advance the understanding of fundamental
algorithms for environments with uncertainty, namely, the distributed environment. We achieve this

by presenting novel algorithms for fundamental graph problems (e.g,. combinatorial optimization,
graph detection).

Furthermore, we show novel algorithms for the dynamic distributed setting which better captures real

world systems. Finally, we go beyond worst-case analysis and consider the smoothed-complexity of
fundamental problems in the dynamic distributed setting.
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Background: New models of computation and algorithms are required for the emerging fields of big-data
and distributed computing

In this research we wish to address fundamental graph problems in environments with uncertainty. The
problems we consider have been extensively researched in the classical setting, are used as building
blocks in many algorithms, and the techniques used to solve them have been generalized to a myriad of
other problems. By uncertainty, we mean that the algorithm does not have complete knowledge about its
input. Specifically, we are interested in approximation algorithms; while finding an exact solution is a
global problem, which might require knowing the entire input, finding an approximate solution is a local
problem, which admits to very fast algorithms in these environments.

The two main models of computations we focus on are the distributed and streaming environments. Both
contain uncertainty, but each of a different flavor. In the distributed setting, each node in a network can
only see its local environment which is only a tiny part of communication graph. While in the streaming
environments, the input arrives in an adversarial fashion and the algorithm can only use a very limited
amount of space. Next, we give more detailed descriptions of these two models.

Distributed Algorithms: In the distributed setting we have a network of computers communicating with
each other in synchronous rounds. We aim to design algorithms that solve some task while minimizing
the number of communication rounds. This models modern day networks where the main bottleneck of an
algorithm is the overhead of sending messages over the network. Algorithms designed for this
environment are directly applicable to a wide range of real-world distributed systems. The problems we
address were extensively researched in this environment and are used as primitives in other distributed
algorithms.

Streaming Algorithms: In the streaming environment the input arrives in small chunks, but we only have
a limited amount of memory space and cannot keep all of the data. We must solve some task under the
space constraints. Streaming algorithms are widely used in networking, some applications include: flow
monitoring, load balancing and denial of service attack identification. We focus on streaming algorithms
for graphs, here we are interested in solving some graph problem while using space which is at most O(n
- polylog(n)), where n is the number of nodes in the graph (this is called the semi-streaming model). This
model is very natural in the emerging world of big-data; for example, Facebook’s social graph, which has
billions of nodes, can be easily processed by a semi-streaming algorithm on a PC, but can require
extensive resources if we must use O(n2) space.

The above models of computation are summarized in the following figure:
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Purpose of the research: develop new techniques for designing efficient approximation algorithms
in the distributed and streaming environments

We achieve the above by focusing on fundamental problems in distributed computing, e.g., maximum
independent set, set cover. We show how to achieve state of the art algorithms for these problems.
Specifically, our goal is to consider fundamental graph problems which have shown their usefulness in
the sequential setting and present fast distributed and streaming algorithms for these problems with the
hope that they will be useful in the future of distributed computing \ big data algorithms.
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Our research employed various methods to achieve our objectives. We used the Prima-Dual method to
achieve time optimal algorithms for distributed covering problems. For the maximum independent set
problem we introduced a novel sampling technique which essentially results in a sparsifier for the
problem. We introduced parameterized algorithms to the distributed setting, in doing so, we showed
extremely fast algorithms for many combinatorial optimization problems when the solution is small.

Our research went far beyond the scope of the original proposal. Not only did we consider static
networks, but also dynamic networks. And we went beyond worst-case analysis and considered the
smoothed complexity of many fundamental problems.

4. WIFEER

Despite the fact that the original research aimed to focus on both distributed and streaming environments,
during the process of conducting the research we realized that we are able to achieve many important
results for the the distributed setting. Therefor we chose to focus on the distributed setting, with the
insight that our techniques are general enough such that they can be transferred to the streaming setting in
the future.

Our main contributions can be divided as follows:

- We considered fundamental problems for distributed static networks. We presented time optimal
covering algorithms, and settled the complexity of the weighted set cover problem in the distributed
setting. We showed an exponentially faster algorithm for weighted maximum independent set in the
distributed setting. Finally, we were the first to consider parameterized algorithms in the distributed
setting.

- We the considered algorithms for fundamental problems in dynamic networks. Unlike static networks,
they better represent real-world networks. We showed that many fundamental problems such as subgraph
detection (for specific subgraphs) and maintaining solutions for combinatorial optimization problems can
be achieved in amortized constant time in dynamic networks. Then we turn our attention beyond worst-
case analysis and consider the smoothed complexity of dynamic distributed algorithms. We introduce new
models of distributed smoothing and consider fundamental problems such as flooding and load balancing.
Finally we even show that smoothed analysis is very natural for the population protocol model.
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