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TypeScript

This research aims to "advance the theory of gradual typing" and “explore
the limitation of gradual typing." To this end, we focused on parametric polymorphism, a type-based
mechanism to enhance the reuse of program components. In particular, we studied (1) a relationship
between parametric polymorphism and space-efficiency, (2) a relationship between parametric
polymorphism and data structures, and (3) a relationship between parametric polymorphism and
computational effects. The results we obtained can be summarized as follows: (1) We proved that
there is a trade-off between parametric polymorphism and space-efficiency in gradual typing. (2) We
successfully introduced extensible data structures and row polymorphism into gradual typing. (3) We
successfully provided novel polymorphic type systems for algebraic effect handlers, a programming
mechanism to implement various computational effects in a programmable manner.
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