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Mathematically proving the safety of software that controls things in the
real world by using formally specified models of the controller and its environment provides a
strong safety guarantee. In particular, specifying formal models in multiple abstraction levels
(stepwise refinement) for reducing the complexity of modelling and verification has been attracting
increased interest. In practice, however, there are gaps between the constructed environment model
and the real environment. Therefore, after updating the environment model, developers should make
adaptations to controller models so that the controller safely interacts with the real environment.
We constructed methods for the adaptation to formal models in multiple abstraction levels, such as
automatic robustification of the controller against perceptual uncertainty, safety architecture for
autonomous vehicle software, and ensuring the safe recovery from faults of spacecraft.
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