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Feature Learning from Few-shot Videos Based on Group Representation Theory
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We proposed an extension of the model structure and the learning method for
Equivariant Neural Networks, which are the Neural Networks model that considers equivariance. As an
extension of the model structure, we proposed a equivariant extension of the feature coding method,
in which local features in an image are summarized to form a single global feature. As a new
learning method, we proposed equivariant pretext labels and invariant contrastive loss, which are
equivariant losses for self-supervised learning that matches the structural restriction of
Equivariant Neural Networks.
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3 invariant contrastlve loss

(a) Original image (b) GradCAM on the origi- (¢) GradCAM on the Origi- (d) GradCAM on the original
nal image with iSQRT-COV nal image with iSQRT-COV image with Inv iSQRT-COV
(Resnet50) (equivariant Resnet50) (equivariant Resnet50) (ours)

(e) Flipped image (f) GradCAM on the flipped (g) GradCAM on the flipped (h) GradCAM on the flipped
image with iSQRT-COV image with iSQRT-COV image with Inv iSQRT-COV
(Resnet50) (equivariant Resnet50) (equivariant Resnet50) (ours)

(i) Rotated image (j) GradCAM on the origi- (k) GradCAM on the origi- (1) GradCAM on the Original
nal image with iISQRT-COV nal image with iSQRT-COV Image with Inv iSQRT-COV
(Resnet50) (equivariant Resnet50) (equivariant Resnet50) (ours)
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context prediction, solving jigsaw puzzle, Momentum Contrast, SWAV, SimSiam
ImageNet
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