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The goal of this project was to develoE a real-time system for 3D
reconstruction of dynamic scenes with unmanned micro aerial vehicles.
We proposed a new method for robust and accurate fusion of depth images without increasing
computational speed. We also proposed a method that can handle dynamic scenes like a moving person.
This was achieved by jointly optimizing non rigid motion and geometry. To handle situations when
depth information is not available, we proposed a solution for 3D shape estimation from a single RGB
image. We focused on the case of the human body and proposed a new deep neural network to
reconstruct detailed shapes of humans wearing loose clothes from single RGB images.
We proposed a new 3D scanning system equipped on a consumer-grade aerial drone that can capture live
sequences of RGB-D data. our proposed system consists of a minicomputer powered by a portable
battery and an RGB-D camera. We shared material and code and captured real world data with our
system.

Computer Vision

RGB-D SLAM Aerial 3D capture Dynamic scene Aritificial intelligence Deep neural network
3D human body



Real-time 3D reconstruction of large-scale dynamic scenes (i.e., scenes containing one or more
moving objects to be modeled, possibly with shape deformation) remains an unsolved problem.
This is a critical problem for systems in need of 3D information that adapt to quickly
changing environments. For automatic monitoring of flooded areas, for example, it is vital to
obtain large- scale 3D maps that are updated a few times per second. Without this, accurate
prediction of dangerous zones cannot be made on time to identify safe escape routes. In this
work, I will investigate fusion of multiple RGB and depth sensors mounted on multiple micro

aerial vehicle for real-time 3D reconstruction of large-scale dynamic 3D scenes.

The objective of this research project was to develop a real-time system for 3D reconstruction
of dynamic scenes with unmanned micro aerial vehicles (like commercial quadrotors). This
is extremely difficult because consumer-grade 3D scanners (like RGB-D cameras) do not work
well outside. As a consequence, multiple sensors must be equipped on the drone and fused
together to capture 3D data of a large area. It is also desirable that the algorithm allows 3D

reconstruction of non-rigid deformations.

To reconstruct non-static 3D scenes, deformations of the surfaces must be tracked while the
3D model is incrementally refined. The major challenges to overcome here are three-fold: (1)
find a 3D representation that can model any shape with few memory and low processing
consumption for scalability; (2) incrementally update the shape of the 3D model to integrate
new measurements in real- time; (3) track non-rigid deformations and adapt the 3D model to
these deformations. Findings unveiled here will be used to build real-time evolving 3D maps

from unmanned micro aerial vehicles.

First year of the project

Depth image fusion. In the first year of the project, we proposed a new method for robust and

accurate fusion of depth images. We proposed a probabilistic optimization using variational
message passing in a Bayesian network. Our formulation enabled us to fuse depth images
robustly, accurately, and fast for high quality RGB-D keyframe creation, even if exact point
correspondences are not always available. Our formulation also allows us to smoothly
combine depth and color information without increasing computational speed. Our proposed

framework achieved promising results for reconstructing accurate 3D models while using low



computational power and being robust against misalignment errors without post-processing.
The results of this work were published at 3DV 2019.

3D reconstruction from single images. Depth information is not always available when

reconstructing 3D models of outdoor scene. This is because of interferences from sunlight or
distance between camera and object. Therefore, at some time only 2D color images can be.
Recovering 3D data from a 2D image is ill-posed due to ambiguities but with the help of
convolutional neural networks (CNN) and prior knowledge on the 3D scene it is possible to
overcome such ambiguities and recover detailed 3D shapes from single images. We proposed
a solution in the case of reconstructing human bodies from single images. We proposed a hew
volumetric model that is compact, dense, accurate, and yet well suited for CNN-based
regression task. Our proposed network allows us to reconstruct detailed shapes of humans
wearing loose clothes from single RGB images. The results of this work were published at
CVPR 2020.

Second year of the project

Dynamic scene reconstruction. We studied the special case of the human body. The canonical

Truncated Signed Distance Function (TSDF) grid equipped with a graph of warp nodes is
popularly used for volumetric real-time non-rigid 3D shape reconstruction. Jointly optimizing
the non-rigid warp field and the TSDF field in real-time, however, requires complicated
implementation and significant engineering effort, deeming reproducibility hard to achieve.
We propose a method for real-time human motion tracking and 3D body reconstruction that
is cheap in memory consumption, handles fast motion and topological changes, while
relatively simple to implement, and capable of producing 3D models with high accuracy. The

results of this work were submitted for publication at ICIP 2021.

Drone-based 3D scanning. We designed and built the hardware to mount three RGB-D

cameras on a consumer-grade quadrotor. Consumer-grade micro unmanned aerial vehicles
(MUAV) have recently become popular and open new possibilities for automatic 3D
reconstruction of large-scale outdoor scenes. However, it is extremely difficult to equip a
MUAV with a 3D scanner because of strict constraints of space and weight. We proposed a
new 3D scanning system equipped on a consumer-grade aerial drone that can capture live
sequences of RGB-D data. our proposed system consists of a minicomputer powered by a
portable battery and an RGB-D camera. We present a solution to easily equip this system
onto a consumer-grade aerial drone (in a plug-and-play style), as well as the software to
control it. We captured real world data and evaluated several state-of-the-art RGB-D SLAM
techniques with our system. Our proposed method was submitted for publication at the
international conference on robotics (IROS 2021) and MIRU 2021.
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