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We developed methods for disaster damage mapping by using multi-temporal and
multi-modal earth observation data and deep learning methods (e.g., CNN, deep forest, PU learning).
We also studied different-modality learning: how to learn relevant features between two modalities.
Our deep learning methods were applied to natural disaster mapping, such as the 2018 Sulawesi, the

Sunda Strait earthquake/tsunami, etc., which can solve the limited training sample problem and
outperform the traditional techniques.
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The increase of natural disasters is a phenomenon that has been witnessed all
around the world. Remote sensing is a very effective tool for the disaster
monitoring and management. Due to the development of the technology of sensors, we
can obtain very huge multi-temporal and multi-model datasets. When using such
datasets for the real disaster monitoring, we always think about the following key
scientific questions: 1) how to guarantee the high precision result using huge
datasets; 2) how to deal with the multi-modality datasets; 3) how to overcome the
incomplete of features and training samples in the disaster.

This project is to develop the advanced deep learning techniques (e.g., deep forest,
deep CNN, Positive Unlabeled learning) for the disaster monitoring (e.g., flood,
earthquake, tsunami, and landslides) with multi-model and multi-temporal images.
These techniques can be applied to the real-time natural disasters to generate
very high-quality disaster information to make emergency response.

For the above purpose, we worked on the following three research subjects.

(1) Disaster database construction

For each disaster, we have collected ALOS images, Chinese GaoFen images (with the
data agreement between China GEOSS Data Sharing Network and our unit) and open
disaster program of the commercial company (e.g., Maxar and Capella Space) of pre-
and post-events. The database of disaster includes multi-model datasets, filter
images, features, and ground points (from field survey).

(2) Building damage mapping using deep learning
The advanced deep learning (deep forest, deep CNN and PU learning) are used for
the classification, change detection and building damage detection.

(3) Disaster damage mapping with challenging cases

The following challenges, such as lack of training data, different modality of
observational data, result in poor predictions of disaster damage mapping. In this
project, we have proposed to use the PU learning and differ-modality learning to
solve the challenges.

(1) Differ-modality learning

Multi-modality datasets cannot be obtained simultaneously due to many factors.
Assume that we have SAR images with reference information in one place and optical
images without reference in another; how to learn relevant features of optical
images from SAR images? We refer to it as differ-modality learning (DML). To solve
the DML problem, we propose novel deep neural network architectures, which include
image adaptation, feature adaptation, knowledge distillation, and self-training
modules for different scenarios. The proposed methods generated better performance
than other methods (Fig.1).



(2) Building damage mapping using deep learning

We designed a damage mapping framework for semantic segmentation of damaged
buildings based on a deep CNN, Mask RCNN methods. Five data modality scenarios for
damage mapping: single-mode (optical and SAR datasets), cross-modal (pre-disaster
optical and post-disaster SAR datasets), and mode fusion scenarios are also
analyzed.

(3) Deep Forest for multi-modal classification

we propose to fuse multiple sources remotely sensed datasets, such as hyperspectral
(HS) and Light Detection and Ranging (LiDAR)-derived digital surface model (DSM)
using a novel deep learning method. Morphological openings and closings with
partial reconstruction are considered to model spatial and elevation information
for both sources. Then, the stacked features directly input to a deep learning
classifier, namely Deep Forest (DF). Deep Forest can be viewed as the cascade or
the ensembles of Rotation Forests (RoF) and Random Forests (RF).

(4) Building Damage Mapping with Self-Positive Unlabeled Learning

Since human-expert labeling is time-consuming, only a small number of labels are
used when annotations obtained after a disaster are used to train models. The
availability of labeled data is extremely restricted right after a new disaster,
yet an enormous amount of unlabeled satellite images can be acquired over the
affected area. By using PU techniques, we can train accurate damage assessment
models for new disasters by spending less time on gathering fewer positive labels
of damaged class. We demonstrate that by utilizing only a fraction of the labeled
positive damage, models may obtain outcomes that are comparable to those obtained
from fully supervised methods.
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Fig.1 Differ-modality learning (DML) results when compared to other methods.
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