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In order to achieve human-like stepwise summarization with sentence
extraction, compression, and rewriting in existing document summarization methods based on neural
networks, we have developed a robust sentence compressor that can work with the conventional
document summarization method in various domains. Through the investigation of the sentence
compressor, we found that pre-trained word vectors contribute to performance improvement. We also
investigated the knowledge graph embedding, which is necessary when we enhance word vectors by
external knowledge. We provided a theoretical background for selecting a suitable loss function to
support the training for knowledge graph embedding. Eventually, we incorporated our sentence
compressor into the conventional document summarization method. We observed a performance
improvement of automatic evaluation in the sentence extraction summarization setting.
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