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The outcomes of the project involve both the research methods as well as
open-source softwares. We have proposed embedding approaches for different graphs, including the

unipartite graphs, the bipartite graphs, the heterogeneous knowledge graphs, the attributed graphs,
and the multigraphs. We also have successfully applied our approaches to real-world applications,
including forecasting ambulance demand, citation recommendation, and brain disorder diagnosis.
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Graphs (also known as networks) are used in many branches of science as away to represent the
patterns of connections between the components of complex systems, e.g., social networks in social
media, citation graphsin research areas, protein-protein interaction graphsin biology area, knowledge
graphs in information science area. Analyzing these graphs provides insights into how to make good
use of the information hidden in graphs, and thus has received significant attention in the last few
decades.

Although graph analytics is practical and essential, most existing methods suffer the high
computation and space cost. A lot of research efforts have been devoted to conducting the expensive
graph analytics efficiently. In particular, there has been a surge of interest in graph embedding that
learns low-dimensional vector representations, or embeddings, for nodes to encode their structural
information in the graph. After the embeddings are learned, graph analysis can be easily and efficiently
carried out by applying off-the-shelf vector-based machine learning algorithms. This approach
removes the need for painstaking feature engineering of the traditional methods and has led to state-
of-the-art results in graph analysis tasks, such as node classification, community detection, link
prediction, and visualization.

Existing graph embedding methods mostly focus on embedding the ssmple, or unipartite, graphs,
where all nodes are of the same type and edges represent a single relation. Yet alarge number of real-
world data can be naturally represented as bipartite graphs, where the nodes can be divided into two
types and edges may only exist between nodes of different types. Moreover, there are other different
graph models for representing the complex systems. For example, a social tagging system can be
properly represented as a “<user, tag, resource>" tripartite hypergraph, where the nodes can be divided
into three types, namely users, resources and tags, and each hyperedge has three end nodes, connecting
a user, aresource and a tag that is used by the user to annotate the resource. Another example is the
bibliography databases such as DBLP which contain multiple types of objects and relations: the
citation relationship between papers, the authorship between authors and papers, the friendship
between authors, the affiliation relationship between papers and publication venues. A bibliography
database can be properly represented as a heterogeneous multi-relational graph that involves a
diversity types of nodes and edges. Other graph models include the multigraphs that allow multiple
edges between the same set of nodes for representing, for example, both the friendship and colleague
relationship between two persons.

Only afew scattered works have targeted on the different graphs. The proposed approaches are ad
hoc for some specific graphs. The key question is thus: under the appearances of various graphs, what
is the common essence for graph embedding? The aim of this project is to develop a unified
methodol ogy for embedding the different graphs, becausethey are proper representations of real-world
complex systems and lead to wide applications.

Our ideaisthat the various graph models can be transformed to node-edge bipartite graphs. Therefore,
we start from bipartite graph embedding and then extend the method to various graphs. Specifically,
we design methods based on the following techniques: (a) The random walk based technique; (b) The
matrix factorization based technique; (c) The graph neural networks (GNN) based technique.
M oreover, we concentrate on devel oping methods for usage in practical settings. Finally, we apply the
proposed methods to real-world applications and validate the effectiveness.

The outcomes of the project involve both the research methods as well as open-source softwares,

which consist the following parts.

¢+ We proposed the first GNN method for embedding bipartite graphs by fully considering the
structure characteristics of bipartite graphs. Our method achieves 77.3% - 87.7% accuracy in
binary label prediction task, which significantly outperforms traditional machine learning
algorithms, statistical models, and the latest graph-based methods. This work has been published
in IEEE Access journal. We have released the source code in https:.//github.com/Tracy-
King/BiGCN

¢+ We proposed a new approach that adapts GNN to graphs containing missing features. Our
approach integrates the process of imputing missing features and graph learning within the same
neural network architecture. As a result, our approach is robust against low level of missing




features. Experiments demonstrate that our approach achieves improvement of up to 11.82% in
node classification and 14.54% in link prediction. Thiswork has been published in FGCS journal.
We have released the algorithm source code in https://github.com/marblet/ GCNmf/

We proposed the first GNN based model to approximate betweenness and closeness centrality,
which are two commonly used node ranking measures to find out influential nodes in the graphs
in terms of information spread and connectivity. A benefit of our approach is that the model is
inductive, which means it can be trained on one set of graphs and evaluated on another set of
graphs with varying structures. Our model consistently performs well on real-world as well as
synthetic datasets with up to 44% improvement for real-world graphs and up to 70% for synthetic
graphs with respect to the best KT Score on comparison methods. This work has been published
in CIKM 2019 and ACM TKDD journa. We have released the software in
https://github.com/sunilkmaurya/ GNN Ranking/

We introduced an approach for temporal knowledge graph embedding that gracefully adjusts to
time validity of virtually any granularity. Our model is robust to non-contiguous validity periods.
It is generic enough to adapt to many existing non-temporal models and its size (number of
parameters) does not depend on the size of the graph (number of entities and relations). Our
approach achieves the state-of-the-art results, with 0.819 and 0.841 accuracy in time prediction in
Wikipedia and YAGO datasets. This work has been published in CIKM2020. We have released
the algorithm source code in https.//gitlab.com/jleblay/tokei/

We proposed an unsupervised approach for embedding attributed graphs. Our approach effectively
preserves the graph structure and attribute information and overcomes the shortcoming of existing
methods which deal with graph structure and attributes separately. Our approach significantly
outperforms existing methodsin label classification and node clustering tasks. Thiswork has been
published in Computing journal .

We have studied how much graph structure is preserved by graph embedding techniques. We
proposed four evaluation methods to evaluate the amount of information preserved by the
embeddings. We found that the current graph embedding approaches can only preserve part of the
topological structure. It isinsufficient to rely on the embeddings to reconstruct the original graph,
to discover communities, and to predict links at a high precision. Thus, we conclude that there is
still some room for improving the current graph embedding techniques. This work has been
published in Computer Science and Information Systems journal.

We applied graph embeddings to real-world applications and achieved considerable success. One
is multi-graph embedding for forecasting ambulance demand. This is meaningful to urban public
health emergency management and is helpful for local governments to better allocate emergency
medical service (EMS) resource and decrease the emergency risk. The second is knowledge graph
embedding based method for automatic recommendation of citations that enhances search engines
for scholarly digital libraries. Another istop-n sparse sequential recommendation that fulfils users
needs and increases the retention rate. The last is graph-based multi-model ensemble method for
brain disorder diagnosis using functional magnetic resonance imaging (fMRI) data. These works
have been published in ICDE2021, JCDL 2020, |EEE Access journal, and Sensors journal.
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