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In this research, we aimed to propose reinforce learning methods that can
obtain sub-optimal inputs (actions) with a relatively small number of samples. Especially, we put
our attention on the P12 algorithm, which is known to be efficient for robots with large degrees of
freedom. One of our proposed algorithms achieves a standing-up motion of a legged robot, which is
turned over at the initial state. This task is very difficult for most existing methods, but our
method succeeded by using a few thousand samples. We also conduct a basic study to employ
control-theoretic methods to speed-up reinforcement learning.
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