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Extracting syntactical structures in programs by using machine learning
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We conducted research on programming supports by usin? language models based
on machine learning, which is significantly advanced in these years. By utilizing language models,
we extract the broad sense of "syntactical structures" in programming languages, and we apply them

to practical programming supports. Specifically, we focused on extracting and applying certain

syntactical structures of the order of method calls, which is found in programming using a library,
syntactical structures common to different programming languages, and certain syntactical structures
observed in modularization for programs.
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