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The curse of dimensionality is the main drawback inherent to most multivariate models due to the

explosive number of parameters. The research main purpose was to fix this curse, provide methods to
efficiently model high-dimensional vectors and improve the prediction performances.

The research was devoted to the sparse modelling of multivariate models and
to the development of statistical methods to fix the curse of dimensionality. The sparse approach
aimed to improve the precision of the M-estimators and to improve the prediction performances. Three

multivariate models were under consideration: multivariate stochastic volatility models (financial
econometrics literature); factor models; copula models. For each of these models, we specified a
sparsity-based estimation framework, derived the corresponding theoretical properties (finite/large
sample properties) and illustrated the relevance of the proposed method through numerical
experiments. In particular, the specification of a suitable M-estimation criterion was key to allow
for fast-solving implementation methods. We could apply the sparse modelling to high-dimensional
random vectors (e.g., financial data) and obtain better out-of-sample performances compared to
non-sparse methods.
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High dimensionality in parametric models relates to the explosive number of parameters to
estimate. This is a problem inherent to most multivariate econometric models, where the
modelling of a large vector of variables often induces a significantly large number of
parameters to consider: this is the so-called “curse of dimensionality”. Copula modelling,
factor models, or, in financial time series, the specification of variance-covariance matrix
processes within the family of Multivariate GARCH (MGARCH) or Multivariate Stochastic
Volatility (MSV) are illustrative cases of such a curse. Sparsity is a way to tackle this problem
as it aims to find the optimal balance between a richly parameterized model and, yet,
parsimonious enough to avoid over-fitting issues, among others. In parametric models,
sparsity refers to the assumption that the vector of parameters has zero entries. At the
estimation stage, a penalty function is applied to the loss function to foster sparsity in the
vector of parameters. This is a penalized M-estimation problem. An alternative approach to
sparsity is the sure independent screening (SIS) viewpoint, which aims to discover a majority
of inactive features for describing a target variable.

The research centers on four topics: sparse variance-covariance matrix processes; sparse
approximate factor models; sparse copula models; feature screening methods.

(1) Sparse variance-covariance matrix processes: The specification of covariance processes for
large-dimensional vectors that provides the optimal trade-off between parsimony and a
sufficiently parameterized model to capture complex relationships while allowing for fast-
solving optimization procedures under the positive-definite constraint is the main purpose of
this research topic. The variance-covariance processes under consideration are based on the
MGARCH and MSV families. The analysis of the asymptotic properties of the M-estimator of
the sparsity-based variance-covariance processes is another important topics of interest.

(2) Sparse approximate factor models: Factor models are a way to summarize the information
from large data sets through a small number of variables called factors. The variance-
covariance matrix of the vector of observations is deduced from the summation of the cross-
product of the factor loading matrix and the variance-covariance of the idiosyncratic errors.
The latter is not required to be diagonal, which enables the idiosyncratic errors to be cross-
sectionally correlated. The objective of this topic is to model sparsity with respect to the
variance-covariance of the idiosyncratic errors and to provide the theoretical properties
(finite sample) of the corresponding penalized M-estimator.

(3) Sparse copula models: Copulas are a standard way of modelling the joint distribution of a
random vector. They are flexible in that they allow a separate modelling between the
dependence structure and the marginal distributions of the vector components. Fully
parametric copula-based models can be estimated by assuming parametric models for both
the copula and the marginals and then performing maximum likelihood estimation. As an
alternative, the empirical cumulative distribution of each margin (the pseudo-observations)
can be plugged at the maximization step of the likelihood function. Within the latter semi-
parametric framework, the copula model complexity is under consideration: the copula
parametrization may require the estimation of many parameters, as in the Gaussian copula,
conditional copulas, or mixture of copulas. The study of the finite-sample properties of the M-
estimator in the presence of pseudo-observations is the main focus for this topic.

(4) Feature selection: An inactive feature refers to the situation where the distribution of the
target variable does not depend on this feature, given the other features. To screen out this
set of inactive features, and without assuming a specific underlying relationship between the
features and the target variable (e.g., linear model), a measure of importance is applied
between each feature and the target variable to quantify their dependence. The purpose of
this research topic is to propose novel screening methods to identify this latter set of inactive
features and refines the techniques to account for the redundancy problem.




Research topic (1): Within the MGARCH family, rather than modelling a GARCH dynamic,
which can be estimated by quasi maximum likelihood only, we rely on MARCH type processes,
in which case we can apply the Ordinary Least Squares (OLS) method. Indeed, the latter
uses the autoregressive representation on the squares of the observed process. This idea is
applied to different variance-covariance dynamics (Cholesky GARCH, Vector GARCH). A
penalized OLS loss function can be specified at the estimation stage, and fast-solving
algorithm can be developed. Moreover, the theoretical properties are easier to derive for the
latter loss function (convex; no third order term). The MSV family offers an alternative
specification for variance-covariance processes. But their estimation techniques such as
Bayesian MCMC typically suffer from the curse of dimensionality. Specifying the MSV model
as a multivariate state space model, we can carry out a two-step penalized procedure based
on OLS loss functions.

Research topic (2): We propose a two-step estimation: we first obtain an estimator of the
factor loading matrix under suitable identifiability constraints; given this estimator, we
assume sparsity with respect to the variance-covariance matrix of the idiosyncratic errors
and thus consider a penalized M-estimation criterion, where the non-penalized loss function
is a Gaussian QML and, alternatively, a least squares loss.

Research topic (3): We specify a general penalized M-estimation criterion and consider the
finite sample properties of the corresponding sparse M-estimator. These properties are
established under regularity conditions for both the non-penalized loss function, which
should satisfy the restricted strong convexity property, and the penalty function, which
should satisfy the so-called “amenable” condition.

Research topic (4): We devise new association measures to perform feature screening
(mixture of Kendall’s tau and Spearman’s rho, Maximum Mean Discrepancy). Moreover, to
improve the performances of the screening procedure (in terms of correct identification of the
inactive features), we consider the so-called redundancy problem (correlated features are
selected while they are inactive) using the minimum redundancy maximum relevance
(mRMR). Using the continuous version of the mRMR problem, we can perform feature
screening while tackling the redundancy issue through a penalized M-estimation criterion,
which is an OLS loss penalized by convex/non-convex penalty functions. The continuous
version of the mMRMR problem with penalization refines the standard screening approach by
including the feature-feature relationship in the selection process.

Research topic (1): We derive the asymptotic properties of the penalized M-estimators of the
MARCH process and of the proposed two-step MSV model. We provide the conditions for
which the sparsity-based estimator satisfies the oracle property. The corresponding variance-
covariance matrix processes are applied to high-dimensional vector of observations (over a
hundred variables), where the penalized OLS loss function can be efficiently optimized. The
prediction accuracy of the variance-covariance models is tested (out-of-sample analysis using
the Diebold-Mariano test and Model Confidence Set) through portfolio allocation experiments
(global minimum variance) based on financial data. The empirical results show that: the
sparse MARCH processes provide better out-of-sample performances than alternative
standard MGARCH models (e.g., scalar DCC); the two-step MSV model based on the state
space representation outperforms MGARCH dynamics; the sparse approach provides a gain
in terms of prediction performances over non-sparse dynamics.

Research topic (2): We show some finite sample consistency results for the two-step sparse
approximate factor model estimators and provide the conditions for support recovery, that is
the correct identification of the non-zero coefficients of the variance-covariance matrix of the
idiosyncratic errors. The conditions for consistency and recovery highly depend on the
regularity of the loss function under consideration. Our approach is compared to alternative
estimation techniques (POET, PML estimators).

Research topic (3): After deriving the finite sample error bounds (11 and 12 norms) for general




loss functions and penalty functions (convex and non-convex), we verify that the sparse M-
estimators deduced from the semi-parametric Gaussian copula, Archimedean copulas and
mixture of copulas satisfy these bounds. The “informativeness” of the theoretical upper
bounds on the errors highly depend on the regularity of the loss function through the
restricted strong convexity coefficients and on the level of non-convexity of the penalty
function (SCAD and MCP).

Research topic (4): We establish the SIS property based on different association measures.
As for the screening approach based on the sparse mRMR with HSIC as the association
measure, we prove the large sample properties of the corresponding penalized estimator. The
real data experiments based on UCI machine learning data sets suggest that the sparse
MRMR performs better in terms of classification accuracy, i.e. correct classification, than
screening methods which do not take the redundancy issue into account.
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