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Noise-robust speech recognition and spoken dialog system for service robots

Takashima, Ryoichi

2,200,000

End-to-End

The final of this research is to construct an End-to-End model which handles

both speech recognition and dialogue system. In the field of speech dialogue system, the
conventional system independently optimizes speech recognition module and dialogue module. However,
the training of End-to-End model requires huge training data; therefore, the technique to train
models on limited training data is important. For this reason, in this research, we propose training
techniques using multi-step transfer learning, self-supervised learning, and external knowledge,
and confirm that our proposed method can training models showing better performance than
conventional methods.
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