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This research shows we can integrate linguistic knowledge into the neural network instead of adding
more layers or enlarging the model size. The proposed method is universally available for broad
tasks for Society 5.0 (such as multilingual speech recognition, disordered speech recognition).

As the most natural way of communication, voice interface with the support
of automatic speech recognition (ASR) technology has become crucial in human-computer interaction
(HCI) in various devices of today®s high-digitized society. Most commercial ASR-enabled products
focus on specific popular languages such as English, French, Chinese, Japanese. The speech
recognition of less popular languages, such as the ASEAN languages, is still a topic worthy of
continued research. Global internationalization raises many real-life situations of multilingual
communication, such as regional events, cultural exchanges, festivals.

The proposed project focused on tackling the problems of the low-resource data and modeling many
languages in a single model under the current state-of-the-art End-to-End modeling framework. We
also made an in-depth investigation of these problems.
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This project will focus on tackling the problems of the low-resource language (e.g.,
ASEAN languages) and modeling languages as many as we can (hundreds of
languages from all language families) in a single model under the current state-of-
the-art End-to-End automatic speech recognition (ASR) framework.

Most commercial automatic speech recognition (ASR)-enabled products to focus on
specific popular languages such as English, French, Chinese, Japanese. The speech
recognition of less popular languages, such as the ASEAN languages, is still a topic
worthy of continued research. Global internationalization raises many real-life
situations of multilingual communication, such as regional events, cultural
exchanges, festivals.

This project will focus on tackling the problems of the low-resource data and
modeling many languages in a single model under the current state-of-the-art End-
to-End modeling framework. We will also make an in-depth investigation of these
problems.

Current work from industry and academia are fascinating with huge self-attentional
End-to-End models, and huge multilingual dataset as shown in Figure 1. Recent
works from Facebook-Al greatly improved the performance with self-supervised
learning and data augmentation from GAN model.
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Figure 1: Facebook AI's development timeline of several years of work in speech
recognition models, data sets, and training techniques. (cite from
https://ai.facebook.com/blog/wav2vec-unsupervised-speech-recognition-without-

supervision)

No one can deny the contribution from these works. However, these industry works
are quite misleading to common researchers. Someday we can no longer rely on
adding more layers or enlarging the model and data size. Our research showed there
is another way as alternative: integrating linguistic knowledge to the neural network.



In our proposed method, we propose universal articulatory representation for all of
the languages. We decompose the phones of different languages into “atom units”:
articulatory units as shown in Figure 2 (a, b). Then we can universally model all of
the languages together using End-to-End framework. When recognition, we first get
articulatory representations, then recover the texts of multilingual languages as
shown in Figure 1 (c).
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Figure 2: Universal articulatory representation for all of the languages (a, b) and
proposed End-to-End multilingual modeling (c)

This method can effectively represent all of the languages. It has several advantages:

(1) No matter how many languages mix, they can be represented using a universal
symbolic set around 20. This technology can make a very compressed neural network
output layer for memory limit devices.

(2) Our proposed universal articulatory representation can share knowledge between
different languages more effectively. The low-resource languages can also benefit
from the other rich sourced languages.

(3) I am so happy to find that the proposed method is universally available for
various wide tasks (multilingual mispronunciation detection, multilingual speech
recognition, disordered speech recognition, language identification, and speaker
diarization). This is our contribution to the community.



In FY2019, I focus on algorithm optimization. | am so happy to find that the proposed
method is wuniversally available for various wide tasks (multilingual
mispronunciation detection, multilingual speech recognition, disordered speech
recognition, language identification, and speaker diarization). Achievements are as
follows:

(1) Two international papers were accepted in ICASSP2020, one joint first author
and one corresponding author.

(2) One co-authored with an equal contribution in ICME2020.

(3) One first author, and one co-author in Speaker Odyssey2020.

(4) There are also three domestic presentations were reported in ASJ2020.

(5) The patents and book chapters are also included.

In FY2020, 1 focus on accent speech recognition (English and Chinese), cross-
language family speech recognition. Multilingual speech recognition technologies
have also been applied to language identification, speaker recognition, disordered
speech recognition, and more complex tasks, such as speech translation and
adversarial attack. Achievements are as follows:

(1) Multilingual modeling technology has been applied to speaker modeling (1
domestic presentation: IEICE-SP), low-resource transfer learning (1 Interspeech
SLIMT2020), and speech translation (NLP2021 presentation), language
identification (1 journal paper of IEEE-TASLP), and disordered speech recognition
(1 Interspeech2020 with grant honor, 1 O-COCOSDA).

(2) 1 also find the acoustic modeling unit selection technology can enhance single-
language speech recognition with multi-unit (1 invited full paper on 1 Interspeech
SLIMT2020, 1 ICASSP2021) and code-switched speech synthesis (1 Interspeech
SLIMT2020, 1 ICONIP paper).

(3) Following researches also benefit from the multilingual modeling technologies:
speech separation (1 Interspeech2020 with grant honor), adversarial attack (1 IEEE-
SLT demo paper), voice-privacy (1 invited report on Interspeech SLIMT2020, 1
Interspeech challenge, 1 ACM-CCS demo), voice activity detection (1 ICASSP2021),
Mandarin tone modeling (1 ICASSP2021).
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