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We have worked on the construction of datasets for grammatical error
correction in English, Japanese, and Chinese, as well as the analysis and comprehensive evaluation
of outputs from multilingual grammatical error correction systems using deep learning. Below is an
overview of the research achievements conducted throughout the research period: (1) Application of
pre-trained models to grammatical error correction, (2) Acceleration of grammatical error correction

systems, (3) Proposal of a grammatical error correction method using a pseudo-learner corpus
considering learners® errors, (4) Analysis and improvement of the diversity of grammatical error
correction outputs, (5) Transfer learning of language knowledge for grammatical error correction
using multilingual models, and (6) Development and dataset construction of an automatic evaluation
method for grammatical error correction
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